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When American Political Science Association President-Elect William H.  
Riker appointed me Program Chairperson of the 1983 Annual Meeting of the 
Association, we chose as a theme for the meetings “The Science of Politics.” 
The 1982 Annual Meetings had focused on “The State of the Discipline,” lead- 
ing to Ada W. Finifter’s excellent collection of the theme papers from those 
meetings in the APSA book Political Science: The State of the Discipline. For 
the 1983 meetings we wanted to build on the very successful 1982 experience, 
while focusing attention more specifically on the scientific elements of the disci- 
pline and encouraging reflection on its scientific status. 

Not only did papers presented at the 1983 meetings extend the science of 
politics, but several panels were specifically devoted to assessing the status of 
science in the study of politics. In particular, the Lasswell Symposium on the 
second evening of the convention had “The Science of Politics” as its topic, 
and special “theme panels” were organized for each of the 23 regular sections 
of the official program on the science of politics as applied to that section of the 
discipline. The theme papers included in this volume originated at those special 
sessions. 

It seemed desirable to publish the theme papers from the 1983 meetings, 
given the excellent reception of the Finifter volume cited above. However, the 
Publications Committee of the Association wanted to further evaluate the suc- 
cess of that volume, so it was decided to seek a commercial publisher for a col- 
lection of the 1983 theme papers. Unfortunately, the large number of papers 
meant that the resulting volume would be too large. Rather than condense the 
many papers on all the topics into a single book, the decision was made to pub- 
lish those papers which focus on political institutions and behavior. Thus the 
important scientific work being done in international relations, comparative 
politics, public policy, and the study of race, gender, and ethnicity issues cannot 
be considered here. While we regret that more comprehensive coverage was not 
possible, the in-depth analysis of the state of science in the areas included helps 
make up for this loss. 
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X PREFACE 

The publication of this volume of papers inevitably owes much to the efforts 
of many people. As President of the Association, Bill Riker played an impor- 
tant role in the development of the 1983 Annual Meetings, the setting of the 
theme for the sessions, and the planning of the Lasswell Symposium and the 
program sections. The program committee found excellent people for writing 
theme papers on the science of politics in their areas of the discipline. The panel 
chairs and discussants at the theme panels helped the authors refine their views 
as presented in these papers, as did a special set of reviewers recruited for giving 
the authors final advice as to modifications of their papers. Regrettably it is im- 
possible to list these reviewers for public gratitude while maintaining the com- 
mitment to anonymity, but at least they know the importance of their contribu- 
tion to this effort. Tom Mann, Executive Director of the American Political 
Science Association was a valuable source of advice, solace, and encourage- 
ment throughout my service as program chair and my preparation of this vol- 
ume. Terri Royed has helped prepare the manuscript. And finally, I should ex- 
tend my own appreciation to the authors of these papers for sharing with us 
their views of the science of politics. All of these expressions of debt further 
make the larger point of this book: the study of the science of politics is now a 
collective enterprise in which a large number of people share the efforts. I hope 
that it is useful to summarize the status as of 1983 in this volume, fully realizing 
that this is only a prelude to our continuing development of the science of 
politics. 

Herbert E Wekberg 
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Part I 
The Science of Political Science 





CHAPTER 1 

INTRODUCTION: THE SCIENCE OF POLITICS 
AND POLITICAL CHANGE 

Herbert F. Weisberg 

In establishing “The Science of Politics” as the theme of the 1983 Annual 
Meeting of the American Political Science Association, no attempt was made 
to define or limit the meaning of the theme. Political science has come so far as 
a discipline that different schools and scholars have different interpretations of 
science in the study of politics, and that diversity is important to maintain. As a 
result, the papers from those meetings included in this collection do not employ 
any single approach to the study of the science of politics. Indeed, they are in- 
teresting as a collection precisely because they illustrate the multiplicity of inter- 
pretations that are presently given to the common enterprise. Each author is 
concerned with science, but each interprets science differently. Our collective 
notion of science in the study of politics has certainly changed over the decades, 
but science, like beauty, proves in many ways to be in the mind of the beholder. 
If at one time we thought that the movement to science would yield unification 
of the discipline, it is now apparent that there are many roads to science 
(though some would argue that this is a temporary situation). Still it is impor- 
tant for us to consider yet again what the appropriate goals are for our scienti- 
fic enterprise. In what follows I muse about these concerns while introducing 
the essays in this book. 

THE SCIENCE OF POLITICAL SCIENCE 

When political science began to be “scientific,” this generally meant that 
political scientists were becoming concerned with objective description and 
generalization. Induction was the dominant mode of theory building, with the 
goal of explanation being paramount. But we have come far enough along in 
our scientific endeavor that some would now demand more for the science of 
political science. 

3 



4 HERBERT F. WEISBERG 

An increasingly common view of science is the deductive approach to theory, 
as emphasized by Gerald Kramer in chapter 2 of this book. For Kramer, science 
is theory building. He speaks of prediction and control as “useful byproducts,” 
but the “central object” to him is understanding, by which he means explana- 
tion in terms of a simpler set of principles. He finds the formal theory en- 
deavors closest to this approach. While admitting that too much of the early 
formal work was devoted to impossibility theorems, he is heartened by the cur- 
rent trend toward positive models of processes. The lack of empirical testing is 
described as in large part due to poor measurement in empirical work, with in- 
sufficient attention to error in data and overuse of inadequate measuring in- 
struments. Finally, he expresses his concern that we need less complexity in our 
theory combined with less simplicity in our measurement. 

By contrast, others would consider successful prediction to be the ultimate 
goal of our scientific inquiry. Duncan MacRae makes this case in chapter 3 .  
Certainly such prediction must be based on theory, but his test of success is pre- 
diction. His enjoyable idiom for this test is our inability to predict the next elec- 
tion when asked by friends from the natural sciences at cocktail parties. In part 
this is like looking at the most recent voting behavior articles and asking 
“Where’s the politics?” After all, what could there be to the study of voting if 
we can’t predict the results of elections? But it is also useful in forcing us to re- 
member the questions of consequences and uses of our work. MacRae is argu- 
ing that discovery is not enough in political science, that we must be concerned 
with the use of our results. Because of the importance of that “practical 
action,” political science to MacRae is more than just a science. 

A further criterion for science in political science that goes beyond the debate 
between Kramer and MacRae is a capability for incorporating notions of politi- 
cal change. If our models are to be truly explanatory, they must be capable of 
explaining change as well as constancy and must be able to cope with change in 
the system. After all, change is inherent in politics, so a theory of politics 
should not be time bound. Ideally a theory of institutions would include a theo- 
ry of institutional change while a theory of political behavior would incorporate 
behavioral change. Our first cut at theory development can be static, but as 
scientific observations accumulate, it becomes more important to be able to 
understand the over-time changes in those observations. Unfortunately, a 
science of political change can be even more challenging to construct than is a 
science of politics. 

The existence of this multiplicity of criteria for science aptly points to a di- 
lemma in our current development of science in political science. The pioneers 
in the scientific treatment of politics expected that the scientific revolution 
would lead to unity in the understanding of political science. That has not been 
achieved even if our means of data collection and analysis have become more 
scientific. In part, this is because we do not agree on what “theory” is. Thus 
there is still a debate between the “empirical theory,” which has become com- 
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mon in some areas of the discipline, and the “formal theory” which Kramer 
supports, to which we might add the “predictive theory” that MacRae desires 
and the “dynamic theory” advocated in the preceding paragraph. True believ- 
ers may see value in only one of these approaches, but many political scientists 
recognize the contribution of each and do not wish to choose a single road to- 
ward science. The dialogue as to the proper criteria for science and the proper 
role for theory in science is continued in the assessments of the state of science 
in the study of political institutions and behavior in the later chapters of this 
book, with different authors advancing the different approaches discussed in 
this section. 

THE SCIENCE OF POLITICAL INSTITUTIONS 

The second section of this book examines the familiar topic of political insti- 
tutions, but often from new perspectives. At times it has seemed more difficult 
to establish science in the institutional realm than in the behavioral realm, as if 
there were a discontinuity between science and the study of institutions. These 
essays show that there has been real progress in developing the science of insti- 
tutions, even if the enterprise is not completed. 

The reexamination of the role of institutions is illustrated in chapter 4 by 
Kenneth Shepsle, who views institutions as providing an element of equilibrium 
into a political system where individual preferences might not otherwise lead to 
equilibria. Shepsle’s chapter directly challenges the claim of discontinuity be- 
tween science and the study of institutions. At one level, he examines the role of 
institutions in the policy process. Institutions are intermediary between voters 
and policy, and he focuses attention on that role. At another level, Shepsle con- 
siders science in the legislative area, showing how a formal model perspective 
can be useful in the study of legislative institutions. He is not content with an 
overly simplistic model of a legislature, but instead tries to incorporate the insti- 
tutional characteristics that make legislatures special. 

Legislatures are also Lawrence Dodd’s topic in chapter 5 .  Dodd suggests a 
broadbased theory of legislative change which relates change in the legislature 
to change in the public. The vastness of the area of legislative politics is such 
that Dodd’s essay just covers one of many possible topics; it does not review 
science in the study of legislative committees, science in the study of voting in 
legislatures, or science in the study of political representation. The development 
of science is probably further along in each of these areas, whereas the topic of 
change (whether in the legislative or other arenas) has proved to be more diffi- 
cult for scientific study. Dodd finds an absence of theory on legislative change, 
and so he builds one. 

His approach is not mathematical, but it is based on an understanding of the 
goals of political actors within an institutional setting. The work is exciting in 
terms of building a theory where one did not previously exist. Dodd does a nice 
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job of integrating diverse strands of insights in the literature, though one can 
still challenge some of his arguments. For example, his assertion that a policy 
image for the minority party helps it in elections conflicts with the usual survey 
finding that voters have limited information about issues in congressional elec- 
tions. Dodd’s theory is explicitly based on an interpretation of recent develop 
ments in the electorate and the Congress, though many electoral behavior 
scholars would disagree with the claim that a realignment occurred around 
1964, a claim which is central to the dynamics of Dodd’s model. This is not to 
take away from the excitement of the theory building exercise, for Dodd has 
found an area where theorizing is necessary, and he has put diverse elements 
together to begin to develop such a theory. 

Moving on to the executive branch, in chapter 6 Bert Rockman provides a 
valuable review of the science in the study of the presidency. Rockman categor- 
izes the work in the field in terms of whether it focuses on the one (the president 
and his personality or successfulness), the few (the president with his 
executive), or the many (the president and the public). His concern is with go- 
vernability and from a scientific perspective, but he is less concerned with the- 
ory. His argument in favor of better science rather than better theory provides a 
fascinating glimpse of the difficulties that emerge when we really are concerned 
with explaining the politics of an institution. 

By contrast, James Gibson’s analysis of the science of judicial politics, 
chapter 7, demands theory as well as generalization and valid measurement. His 
criteria are stringent, so stringent that no area of the discipline meets all the 
tests. In fact, the judicial area stacks up very well in some respects, such as the 
extent to which researchers have moved beyond the national level to extend the 
scientific enterprise to the state and local levels. Too often our studies of 
institutions treat the national institutions as unique and miss the variance that 
exists below the national level. However, the judicial literature that Gibson cites 
does a better job of extending science to the state and local levels than is the 
case for the legislative literature cited by Dodd or the executive literature cited 
by Rockman, possibly because most legal cases begin at those levels. Yet 
Gibson’s standards help remind us what we must all achieve to merit the 
designation of science. 

The consideration of the institutional nexus concludes with Gary Miller’s and 
Terry Moe’s discussion in chapter 8 of the science of hierarchies as reflected in 
our understanding of organizations and public administration. This chapter re- 
views developments in the new economics of organization as well as social 
choice perspectives on hierarchy, It shows how firms and hierarchies can be 
examined as being composed of multiple decision makers with (possibly) con- 
flicting values, so that the problem of control can be studied from a general 
theoretical perspective. The result is a theoretically exciting new framework for 
consideration of problems of hierarchy and bureaucracy. 
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The differences among the conclusions about the state of science reached in 
chapters 4-8 reflect the authors’ different understandings of science as much as 
the different statuses of the subfields they review. Formal theory building is be- 
ginning in some institutional fields, but explanation is still the dominant mode. 
Prediction is rarely raised as a criterion, though there is beginning to be some 
sensitivity to the importance of understanding institutional change. 

There is every reason to be excited by the new beginnings that are in evidence 
in the institutional areas, but caution remains necessary. There is a very real 
sense in which the best explanations of real political situations are still provided 
by less theoretical efforts. Rockman shows that one can be demanding scientifi- 
cally without moving to a theoretical level. Unfortunately, the other efforts too 
often explain less even if they are more theoretical. Yet this may be a distinction 
between the short run and the long run, where formal theory building will lead 
to better explanations in the long run even if a more inductive approach is more 
useful in the short run. 

THE SCIENCE OF POLITICAL BEHAVIOR 

The final section of this book turns to the science of political behavior. We 
have come far in the development of the science of behavior, but this often just 
serves to highlight how much remains to be done substantively, but also me- 
thodologically. As political science has become more scientific, we have had to 
become more sensitive to matters of methodology. It has become clear that we 
must confront complex methodological issues ourselves rather than hope to 
leave them to other disciplines. 

Methodologically, we have long been in the situation of borrowing from 
other disciplines sophisticated analysis procedures which are not fully appropri- 
ate for our data. As the most recent example of this continuing problem, the 
use of structural equation models is increasing in our data analysis, particularly 
through the use of such procedures as Joreskog’s LISREL program for covar- 
iance structure analysis. However, political science data are often weaker than 
such modelling assumes. In particular, our dependent variables are frequently 
“limited” in the sense that they cannot assume any numeric value, but only a 
limited range of values as in the case of categoric variables. In chapter 9 Charles 
Franklin and John Jackson extend the science in our work by providing the 
first effort at a statistical model with the full complexity of structural equation 
modelling for such limited variables. 

Although the mathematics of their effort can be difficult to follow, the 
Franklin and Jackson chapter is exciting as a first effort to solve an important 
statistical problem, and their solution will be useful in theory testing in political 
science. The chapter is theoretical rather than applied, with one potential 
example outlined. Hopefully, this work will soon be followed by presentation 
of a computer program embodying this procedure, along with a report on 
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Monte Carlo tests of how successfully such a program recovers structural 
relationships, 

Another methodological problem in our research on political behavior is that 
our procedures too often preclude valid analysis of continuity and change over 
time. This methodological problem quickly becomes substantive in the sense 
that many of the most important substantive questions about dynamic 
processes cannot be studied without more appropriate data. In chapter 10, 
Richard Niemi considers the needs for the study of analysis of public opinion 
change over time. He argues the importance of more dynamic studies of public 
opinion, partly by pointing to some interesting cases of such work. At a very 
practical level he suggests methods which should be adopted to facilitate such 
work, though he does not provide a commentary on the comparative utility of 
different research designs for dynamic analysis of public opinion. 

Turning directly to substantive matters, in chapter 11 Paul Allen Beck 
focuses on the science of electoral behavior research, an area which has often 
been regarded as the most scientific area in our study of politics. He considers 
questions of “choice, context, and consequence” in our decision as to how to 
approach the study of voting behavior. In particular, he discusses these 
questions as they have been handled in what he terms the dominant “Michigan 
Model” of voting behavior. His summary of the state of science in this field 
also includes a review of recent modifications in the Michigan Model, including 
the development of “realignment theory” to provide an analytical understand- 
ing of electoral change. 

Another perspective on the state of science in political behavior research is 
given in the last chapter of this book with my analysis of model choice in politi- 
cal science. This essay retraces the development of the field of voting behavior 
during the period in which the inductive Michigan Model was formulated and 
shows that since then it actually has coexisted with an important deductive 
model of voting, the “Rochester Model,” which limited its dominance. This 
chapter provides a case study of the history of science in one of our most 
scientific subfields. 

If any element is common through these essays on science in the study of 
political behavior, it is the argument that we need more science in the field. We 
have made much progress, but more work is required in terms of analysis 
methods, design considerations, and model development. The inductive and 
formal approaches have both been insightful for our understanding of political 
behavior. If we have not yet achieved the goal of prediction, at least we better 
understand the importance of examining the dynamics of change. But the cure 
for the remaining weaknesses is seen as further development of the scientific 
approach. 
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THE SCIENCE OF POLITICAL CHANGE 

One of the least developed areas of our understanding of the science of 
politics is dealing with political change. Yet change is an ever present feature of 
political life. Thus the worst nightmare for inductive science is the specter of 
finally achieving a perfect understanding of a political event, such as a complete 
explanation of the variance in the vote in the last presidential election, only to 
have the relevant factors change completely by the next event (or election in this 
instance). 

Unfortunately, our models are generally more static than dynamic. Too 
rarely do they focus on change or permit parameters to change over time. Yet 
the political system is one that constantly changes. Indeed change is the politi- 
cian’s remedy for prediction, for perfect prediction would mean that everyone 
knows who the loser will be; so change must be introduced to make the system 
less predictable. Walter Mondale’s selection of Geraldine Ferraro as his running 
mate in 1984 is just a single example of the use of change by politicians to 
increase unpredictability. 

Change can be incorporated into scientific models in different ways. In 
inductive work, change sometimes just means the altered importance of certain 
variables, though the more important question is determining the factors that 
influence changes in causal parameters, Such models as the realignment theory 
that Beck describes now incorporate explicit typologies of change. Change can 
also be built into formal models, as by examining the effects of political candi- 
dates changing their positions on issue dimensions or changing their emphasis 
on different issue dimensions. 

Several of the essays in this book reflect these concerns about incorporating 
change in our science of politics. This is most evident in Niemi’s focus on the 
dynamics of public opinion and Dodd’s selection of legislative change as a 
topic. Perhaps Shepsle is most sensitive to the role of change in institutions in 
focusing on equilibrium institutions. 

Explaining change is a useful criterion for helping us to choose among the 
different approaches to theory and science, as inductive and deductive ap- 
proaches often differ in their ability to cope with change. Thus if Rockman 
gains in explanation by trying to focus on science rather than theory in the 
study of the executive, his approach may lose the most if the governance 
changes radically since the vital distinction between unreliable observation and 
changed processes can be made only within the context of theory. The problem, 
as Dodd reminds us at the beginning of his chapter, is that we have too few 
theories of change. 

In the end, change is the most challenging of the topics discussed here. Can 
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our science of politics remain valid and robust if the political system were to 
change even in minor ways? How can we make our science of politics one that 
will remain useful in another fifty or one hundred years? The ability to cope 
with change is precisely what will make the difference between a study of his- 
tory and a science of politics. 

CONCLUSIONS 

Political science has become more scientific over the years, but the reader of 
the essays which follow will find that scholars differ considerably in how they 
use that term. Some emphasize the formal modelling approach, others the em- 
pirical data analysis approach. Some emphasize the goal of prediction, others 
the goal of explanation. Understanding political change is more critical to some 
than others. If some authors are relatively sanguine about the status of science 
in their field, others are deeply concerned about the lack of sufficient science. 
All together, these several views provide a basis for reflection as to where we 
are going in the study of the science of politics. 



CHAPTER 2 

POLITICAL SCIENCE AS SCIENCE 

Gerald H. Kramer 
Before he sets out to convince others of his observations or opinions, a scientist 
must first convince himself. Let this not be too easily achieved; it is better by far 
to have the reputation for being querulous and unwilling to be convinced than to 
give reason to be thought gullible. If a scientist asks a colleague’s candid criticism 
of his work, give him credit for meaning what he says. It is no kindness to a col- 
league - indeed, it might be the act of an enemy - to assure a scientist that his 
work is clear and convincing and that his opinions are really coherent when the 
experiments that profess to uphold them are slovenly in design and not well done. 
More generally, criticism is the most powerful weapon in any methodology of 
science; it is the scientist’s only assurance that he need not persist in error. All 
experimentation is criticism. If an experiment does not hold out the possibility of 
causing one to revise one’s views, it is hard to see why it should be done at all. 

P. B. Medawar, Advice to a Young Scientist 

It goes without saying that much of political science, as our discipline is called, 
is not science, which is not to say it is not valuable, or interesting. I personally 
think, for example, that much of the best scholarship in political science, in 
terms of sheer craftsmanship, seriousness of purpose, and breadth of vision, 
occurs in political philosophy, and clearly this field regularly attracts many of 
our best and brightest. But at the same time, many political scientists are in the 
business of trying to produce scientific knowledge about politics, of at least a 
rudimentary kind, and it’s that part of our endeavor I want to address here. 

I suppose we all know roughly what science is. Einstein (1970) described it as 
“the attempt to make the chaotic diversity of our sense-experience correspond 
to a logically uniform system of thought.’’ The central object of scientific in- 
quiry is to understand some part of the empirical world, by discovering the 
principles governing its behavior, and showing how they do. Data collection, 
measurement, and experimentation are important parts of the process, but only 
in the context of our ability to understand and account for them in a systematic 
way: 

I I  
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At every moment of our life we perceive data. . . yet by recording them we do not get 
science. Science begins only when we create a system of symbols which can bring 
order into our experience. 

. . .the main activity of science does not consist in producing abstractions from ex- 
perience. It consists in the invention of symbols and in the building of a symbolic 
system from which our experiences can be logically derived. This system is the work 
of creative imagination which acts on the basis of our experience.” (Frank, 1958) 

This system of symbols we might call a “theory,” or set of theoretical princi- 
ples. To be meaningful such principles must be precise enough to enable clear- 
cut empirical implications to be deduced from them, and to be of much inter- 
est, the principles should be some distance from the empirical phenomena they 
are intended to explain, and they should also have clear and potentially falsifi- 
able implications in other empirical areas as well, against which they can be 
tested and validated. Prediction and control are often useful byproducts (and 
the ability to generate falsifiable predictions which can be tested is of course a 
vital reality test), but the central object is understanding: being able to organize 
or “explain” a range of empirical phenomena by finding the underlying princi- 
ples or laws which account for them. Principles which are simpler, fewer, more 
general, or more precise are more valuable in this endeavor. 

There are other kinds of understanding, of course, and other “systems of 
thought.” One of particular relevance to political science is the philosophical. 
Philosophical and scientific systems are sometimes related, and often borrow 
from each other; but they are not the same. Isaiah Berlin notes some of the dif- 
ferences in describing why he left philosophy (for history, in his case): 

. , .because I found I had a strong desire to know more at the end of my life than I 
knew at the beginning. Philosophy is not a subject that leads to an increase of knowl- 
edge about the world-to an increase of insight, of understanding, of self-knowl- 
edge, perhaps. But it is not a cumulative discipline. No scientist needs to read ancient 
science. Physicists do not have to read previous physicists. They can start in the pres- 
ent, at the point reached by physics. . . . In philosophy that is not so. . . . We do not 
say there is not need to read Plato, to read Aristotle, because they are obsolete, 
because we have gone far beyond them. The questions Plato asked are still being 
asked today. You cannot say: We know more than Plato did; as philosphers, we 
know more philosophy, However modern we are the relevance of the major thinkers 
remains. (Berlin, 1983) 

Philosophical knowledge-or perhaps we should say philosophical understand- 
ing-is more timeless and enduring than scientific knowledge, and therefore 
less cumulative. To some degree this may simply reflect the way in which the 
various disciplines define themselves. When a longstanding philosophical 
problem is finally solved-the problem of the theory of value, for example- 
perhaps it simply ceases to be part of philosophy and becomes part of econom- 
ics, or some other discip!ine. This would mean that philosophy always has to 
deal with the leftovers, the problems we still don’t know how to attack scientifi- 
cally and begin cumulating knowledge on. However that might be, it’s clear 
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that philosophical and scientific understanding are different things, with differ- 
ent ground rules and different aims. Indeed, the appropriate validity tests for a 
philosophical explanation are themselves subjects of considerable philosophical 
controversy; but whatever they are, in political philosophy at least they don’t 
often seem to involve real confrontation with potentially disconfirming 
empirical or analytical findings. As Wittgenstein suggested, “One might give 
the name ‘philosophy’ to what is possible before all new discoveries and inven- 
tions” (quoted in Frank, 1958). 

It is a curious and distinctive feature of political science that we use the term 
“theory” to encompass understanding in both the philosophical and scientific 
senses. An unfortunate consequence of this ambiguity is that we sometimes get 
confused, and imagine we’re doing science when we are actually doing philo- 
sophy, or vice versa. One example is the field which has come to be called 
“democratic theory.” Far from being a well-defined theory (or set of theories) 
of how democratic systems do or might operate, or should, as one might expect 
from the label, the subject is instead a rather curious amalgam of historical 
studies of the evolution of democratic institutions, some simple quantitative 
empiricism (as in the “prerequisites of democracy” literature), and explications 
and refinements of the views of influential political thinkers of the past (as in 
“American political theory”). 

While there are occasional ventures into systematic deductive analysis of one 
kind or another, the level of analytical rigor or depth is usually not high, and 
more seriously, most such attempts seem to operate in the context of an 
unwritten axiom to the effect that all post- 1900 theoretical developments in the 
social sciences (notably in microeconomics and social choice theory) shall be 
steadfastly ignored. Many of the component parts of the field, considered 
alone, are both interesting and important; but the whole is rather less than the 
sum of its parts, for the main common thread seems to be more a conviction 
that democracy (or equality) is a good thing, and we should have more of it, 
rather than any coherent theoretical structure or conceptual framework 
attempting to account for some set of well-defined empirical phenomena or 
problems in a serious way. 

The current (or perennial) pluralist-radical controversy is a topical case in 
point. This sometimes looks a bit like a new scientific debate, with rival 
conceptual frameworks for explaining various empirical aspects of contempor- 
ary society, such as the persistence of inequalities; and the pluralist view, at 
least, has inspired a great deal of empirical work. It’s true the debate is not a 
particularly quantitative or rigorous one, but that seems beside the point: any 
naive faith that these qualities can themselves lead to scientific truth is quickly 
dispelled by looking at the situation in our sister discipline, economics, where 
after several decades of intensive and increasingly sophisticated research on ma- 
croeconomics, the situation is so chaotic and unsettled as to become the stuff of 
New Yorker cartoons, with heavy political and even ideological overtones. 
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But on closer examination, there is nevertheless and important sense in which 
the Keynesian-monetarism debate is at core a scientific one, while the plural- 
ism-radicalism controversy is not. This concerns a very basic, and very old, as- 
pect of the scientific method: “To Voltaire, Newton was supremely important 
for having demonstrated the effectiveness of a new method of . . . discovery 
. . . the famous method of analysis and composition’’ (Frank, 1958). Or as a 
modern biologist puts it: 

. . . the tactic of natural science is analysis: fragment a phenomenon into its compo- 
nent parts, analyze each part and process in isolation, and thereby derive and under- 
standing of the subject . . . . There is an intensity of focus in [this approach] . , . . 
The scientific approach focuses rigorously on the problem at hand, ignoring as irrele- 
vant the antecedents of motive and the prospectives of consequence. (Sinsheimer, 
1978) 

Grand conceptual schemes and broad-gauge theory are certainly not con- 
fined to philosophy; but in science, a grand whole is composed of concrete, 
carefully defined parts, connected in well-defined ways. A lot of time and 
painstaking, careful effort is devoted to studying these little parts one by one, 
because it is only by getting a clear understanding of them that we can hope to 
get to the larger picture right. Max Weber put it nicely: “whoever lacks the 
capacity to put on blinders, so to speak, and to come up to the idea that the fate 
of his soul depends upon whether or not he makes the correct conjecture of this 
passage of this manuscript, may as well stay away from science” (Weber, 
1958). 

If we ignore the sound and fury and look closely, I think the Keynesian- 
monetarist debate can be seen to be operating within something like these 
ground rules. Both sides accept the conceptual framework of the national in- 
come accounts, and recognize the distinction between actual and potential out- 
put, and agree on the main determinants of each. There is thus a wide area of 
serious conceptual and methodological agreement. Their differences, within 
this framework, are over specific parts of the whole: the interest elasticity of the 
velocity of money, and the extent and sources of disequilibrium within certain 
key markets. There is considerable agreement on what kinds of empirical evi- 
dence or theoretical insight could in principle resolve these differences. For a 
variety of reasons (including the inapplicability of the experimental method in 
macroeconomics), the available evidence falls far short of this ideal, of course, 
so in practice these differences are not easy to resolve, and are unlikely to be 
any time soon; but they do hinge on delimited, well-defined parts, so econo- 
mists from both camps can “put on their blinders” and get on with the scienti- 
fic task of trying to understand them in isolation, ignoring the irrelevant “ante- 
cedents of motive and prospectives of consequence.” 

It seems quite doubtful that the differences between the pluralists and radi- 
cals could be isolated in this manner, or in fact that either paradigm could be 
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fully decomposed to a set of component parts susceptible to precise formu- 
lation and careful analysis. There are what seem to be key elements of each, 
which happen also to be subjects of intensive scientific analysis: the theory of 
value, the consequences of different distributions of property rights, the role of 
the political agenda, and the behavior of majority voting processes. By bringing 
this knowledge to bear, we might conceivably resolve some of the issues, or at 
least clarify them sufficiently to turn them into well-defined, answerable re- 
search questions. But in my experience attempts to narrow the debate down to 
such specifics usually don’t get far. They serve mainly to alarm both sides, and 
to inspire them to recast their formulations in new, more complicated ways, to 
make them immune to such intrusions. For all their substantive differences, the 
two camps seem to share considerable methodological ground, or at least a 
preference for philosophical “theory” over the scientific kind. 

Such attitudes have had unfortunate consequences for political science, since 
empirical work in any discipline is inevitably heavily influenced by its prevailing 
theoretical paradigms. A philosophical Gestalt inspiring empirical research is 
simply not the same thing as a well-defined theoretical hypothesis confronting 
data and risking falsification. A serious scientific hypothesis is a more fragile 
and vulnerable thing, much more at risk; that is why scientific hypotheses are 
often revolutionized or abandoned altogether, while so much of our political 
theory persists indefinitely. 

There is another difference which is also worth noting: in science, ex- 
planatory hypotheses are not only more precise, they are typically simpler as 
well. This is no accident; the natural sciences have simple principles because 
they look for them, even insist on them. Consider the following account by a 
biochemist, describing what happened in biology as it became infiltrated by 
chemists, to create the new field of biochemistry: 

The field itself [was new] since, until the 19th century, a theoretical barrier was s u p  
posed to exist between the inorganic world and the organic, or vital, world. The 
chemists who breached this wall were faced with formidable technical and theoretical 
difficulties, and [others arising from] different languages and different ways of 
thought. . . . There is still another difference: chemists (and physicists) have great 
respect for the Reverend Occam’s razor, and endeavor to limit their assumptions to 
the minimal number essential for an explanation, in accordance with the principle of 
conservation of hypotheses; whereas some biologists have no respect for the Rever- 
end’s weapon, and fearlessly bolster an ailing (and unnecessary) assumption by 
another similar one. As a result, the chemist, who thinks he stands on firm ground, is 
frequently astonished to find himself facing a whole company of unnecessary as- 
sumptions, which he expected to disprove, rather than lop off with William of Oc- 
cam’s weapon. . . . It is not surprising, therefore, that the history of biochemistry is 
a chronicle of a series of controversies. . . . These controversies exhibit a common 
pattern. There is a complicated hypothesis, which usually contains an element of 
mystery and several unnecessary assumptions. This is opposed by a more simple ex- 
planation. . . . The complicated one is always the more popular one at first, but the 



16 GERALD H. KRAMER 

simpler one, as a rule, eventually is found to be correct. The process frequently re- 
quires 10 to 20 years. The reason for this time lag was explained by Max Planck. He 
remarked that scientists never change their minds, but eventually they die. (North- 
rup, 1965) 

This preference for simplification-and precision-is a very fundamental 
part of science. In this, pure science is different from applied science or engi- 
neering, whose task is to deal with the world, rather than just understand it. 
Pure science is even more different from much research in the humanities, in 
which texture, nuance, and evocation of the contradictions and dilemmas of 
the human condition are not merely acceptable, but often constitute the essence 
of the scholarly contribution. The task of science, in contrast, is to demystify 
experience, and simplify it, not to extol its complexities. Robert Oppenheimer, 
in relating the development of relativity theory, describes Einstein’s four postu- 
lates, and then mentions “the fifth that nobody can ever translate: the theory 
must be a very simple thing” (Oppenheimer, 1964). Or as a decidedly un- 
theoretical experimental physicist puts it, in more personal terms: 

I think there must be very general, very simple features of everything that happens. 
The moment you read a formula that extends for lines and lines, you know it is all 
wrong. The true formulas are all simple. 

Everything that is true is very simple, once we understand it. It’s only complicated 
when we don’t. I look for simplification, because that’s the only way I can under- 
stand. (Matthias, 1966) 

It’s hard to imagine a political scientist saying that he’d be afraid of appear- 
ing naive, or unsophisiticated. In political theory, but in our empirical work as 
well, we tend to prefer the philosophical or humanistic norm in which texture, 
context, nuance, and indirection all have their place. We tend to mistrust sim- 
ple, rigid (Lea, precise) principles, and to prefer flexible ones, multimodal ex- 
planations, contextual effects, and the like. No doubt our subject matter is 
more complex. But I think it is also clear that we don’t have more simple 
explanations because we do not look that hard for them. Our research norms 
do not encourage simplicity, or value it; indeed we often seem uncomfortable 
when we find it. 

A partial exception to all this is the subfield which has come to be called 
“positive” or “formal” theory: here, often, we do at least find a commitment 
to precision and simplicity. Moreover in its initial phases, formal theory was 
strongly motivated by well-defined empirical issues, and was regularly tested 
against real-world political data. The extensive body of theoretical and empiri- 
cal work on coalition formation, particularly that on parliamentary cabinet for- 
mations and portfolio composition is perhaps the clearest example, though 
some of the early work on electoral competition and candidate ambiguity was 
also strongly empirically motivated. Subsequently, however, formal theory has 
to some degree evolved away from these empirical roots, and at present much 
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of the more sophisticated and rigorous theoretical research has had little inter- 
action with the great body of empirical work on politics, to the probable detri- 
ment of both. 

In part this reflects the particular historical development of formal theory in 
political science, associated as it was with the discovery (or rediscovery) of 
cyclical majorities, Arrow’s Paradox, and the like. This led to a heavy emphasis 
on impossibility results and instability theorems for a period. In one sense, an 
impossibility theorem is rather like a negative experimental result. To show that 
a particular set of premises is inconsistent, or that a certain model does not 
have an equilibrium (and therefore can’t make any clear-cut empirical predic- 
tions which could be tested against data) is to show, basically, that the model 
has problems: these premises can’t account for much. Certainly it is a contribu- 
tion to show the inconsistency, particularly when the premises themselves are so 
appealing and empirically plausible. If nothing else, the impossibility results 
have vividly demonstrated the futility of “middle-level” theorizing, and of the 
hope that gradually building up a collection of low-level empirical generaliza- 
tions will necessarily lead to a coherent or even consistent body of theory. But 
there is a point of diminishing returns in this endeavor. Having shown the prob- 
lems, and that the problems are deep and pervasive, the real task is then to fix 
the model, or to find a new way of formulating the problem. 

Formal theory is now moving beyond the impossibility results stage, and we 
now have positive models of political processes of various kinds. But many of 
these models, particularly the more rigorous and deeper ones, still cannot be 
seriously tested against quantitative real-world data. In part this reflects a lack 
of suitable data, but in part it also reflects the fact that many of these models 
simply don’t make many of the kind of operationalizeable, restrictive, compar- 
ative statics predictions which permit strong empirical tests. There may be good 
reasons for this: since compelling, empirically plausible assumptions all too of- 
ten lead to instabilities or inconsistencies, and because these fundamental prob- 
lems are so pervasive and intractable, it may well be an optimal research strat- 
egy to study them in simple form at a high level of abstraction until they are 
better understood, before trying to construct more detailed and operational 
models. But in any event, the fact remains that much of formal theory, whether 
for good reasons or bad, is simply not very rich in testable empirical content at 
present. This is one reason why political science doesn’t see much of the close 
interplay and confrontation between theory and evidence which is such a vital 
element in the natural sciences, and even economics. 

But there are other, equally important reasons to be found on the empirical 
side as well. In political science we have a wealth of data, and a great many em- 
pirical studies. But much of this empirical evidence-and even, paradoxically, 
some of the most quantitative and statistically sophisticated, and therefore pre- 
sumably most scientific-is simply not the stuff of which theory can be tested, 



18 GERALD H. KRAMER 

and is not all that useful to a theorist trying to get some sense of the empirical 
realities his models should be explaining. There are various reasons for this. For 
one thing, empirical political scientists, being interested in different questions 
and trained in different research traditions, don’t often happen to d o  the criti- 
cal experiments of most interest to theorists. Another, more mundane-and 
less excusable-reason is our somewhat casual tradition in reporting research 
results. But there are also deeper and more fundamental problems. Max Planck 
describes how in its infancy, the subjects of physics were grouped to correspond 
roughly to the senses-mechanics, heat, sound, and optics: 

In the course of time, however, it was seen that there was a close connection between 
these various subjects and that it was much easier to establish exact physical laws if 
the senses are ignored and attention is concentrated on the events outside the 
senses. . . . Once the specific physical perceptions of the senses as fundamental con- 
cepts of physics had been abandoned . . . it was a logical step to substitute suitable 
measuring instruments. . . . The assumption that measurement gave immediate in- 
formation about the nature of a physical event-whence it followed that the events 
were independent of the instrument used for measuring them-now became the 
foundation of the theory of physics. On this assumption a distinction must always be 
made, whenever a physical measurement takes place, between the objective and 
actual event, which takes place completely independently, and the process of measur- 
ing, which is occasioned by the event and renders it perceptible. Physics deals with 
actual events, and its object is to discover the laws which these events obey.” 
(Planck, 1936) 

This distinction, between an actual event and our measurement of it, is an  abso- 
lutely crucial one-the “basis of all natural science,” Einstein called it. 

The difference between the two is, of course, error. In every science I know 
anything about, researchers worry a lot about error, and the quality of their 
measurements. They spend a lot of time calibrating their instruments, discover- 
ing their characteristics, and finding out what kinds of tasks they can d o  and 
what they can’t. Awareness of the fallibility of our measurements, and of the 
possibility-indeed, probability-of error, is a really major preoccupation. It’s 
easy enough to generate experimental data; it’s much harder to d o  a good 
experiment, which actually succeeds in establishing something definitive about 
the external events which exist outside our fallible measuring instruments. One 
has only to read accounts of some of the famous experiments in science to 
realize how exceedingly hard this often is. They were usually preceded by a 
series of false starts and unsuccessful attempts; and the successful experiment 
often turns out to be a very complex and roundabout one, which proceeds not 
by trying to measure or detect the event directly, but rather by looking for some 
subtle and indirect trace of it. It requires creative ingenuity to figure out what 
kinds of traces could give reliable indications and a great deal of painstaking, 
careful work to succeed in actually detecting them empirically. 

In political science we’re not nearly so self-conscious about error. There is, 
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to be sure, a methodological literature on measurement error and response 
bias, and on errors-in-variable estimation, but this work occupies something of 
a methodological ghetto and has had little impact on the normal workaday em- 
pirical research article. It’s still rare, in our substantive journals, to find results 
qualified by any serious analysis of error; indeed, it’s uncommon to find much 
real awareness of error, or even a clear recognition that there is a fundamental 
difference between the preferences or perceptions a respondent is willing or able 
to articulate and those he actually possesses, or between the latter and the 
objective reality which is being perceived or recalled. We teach our students 
how to sample and design questionnaires, but it’s not part of our prevailing re- 
search norms that the very first, elemental thing they should do with their ques- 
tionnaire is to calibrate it and find out how error-prone it is, or that findings 
based on subjective survey data should as a matter of course be systematically 
cross-checked against other bodies of evidence before taking them at face 
value. 

There are many instances. For example, we now have a variety of different 
measures of candidate preference: vote intention, approval ratings, thermo- 
meter scores, like/dislike counts, and so on. But how many studies begin by 
doing the first and most elemental task of systematically calibrating and com- 
paring these various instruments to actual behavior, to see just what they are 
measuring, how accurately, and whether there is any stable relationship be- 
tween them? Instead, all too often, we more or less arbitrarily select one parti- 
cular measure, because it yields an interval scale, or gives “better” results, or 
whatever. 

As another example, a currently popular explanatory variable in voting 
studies is family financial well-being, as reported by the respondent. Family 
financial well-being can be defined and, in principle, measured objectively, 
from household financial records and the like. But to my knowledge this has 
never been attempted, or even seriously contemplated, in any of the many 
studies of economic influences on voting; instead all simply take the respond- 
ent’s suhjmtjve, self- reported evaluation at face value, and proceed blithely on 
as if this were reality. There is ample reason for suspecting a great deal of error 
and systematic distortion in the subjective measure (Sears et al., 1983), and 
thus that these findings are as much reflections of perceptual noise as of any 
real behavioral effect. The American Voter (Campbell et al., 1960), some 20 
years ago, was at least aware of the problem, and did go some modest way in 
the direction of attempting to calibrate the subjective measure. But few subse- 
quent studies have even paid lip service to the problem, and none has attempted 
to actually deal with it in a serious way. 

The pervasiveness and importance of the error problem is quickly revealed 
by even a casual perusal of the methodological literature. Response errors are 
ubiquitous and substantial in magnitude. The error rates vary with subject 
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area, question wording, and screens, but error nearly always contributes a size- 
able portion of the total variation. Moreover, the errors are usually not random 
“white noise,” but are typically systematically biased in complicated ways. For 
example, self-reported voting behavior tends to exaggerate registration and 
turnout and shows “bandwagon” and proincumbent biases (Katosh and 
Traugott, 1981; Eubank and Gow, 1983); recall data tend to exaggerate inter- 
temporal consistency (Niemi et al. 1980); and in general there seems to be a per- 
vasive tendency for respondents to try to present themselves in a more 
favorable light by “rationalizing” their perceptions to make them appear con- 
sistent (Sears and Lau, 1983), by inventing opinions to seem well-informed 
(Bishop et al., 1980), or by misremembering earlier events in self-serving ways 
(Powers et al., 1978). 

It is thus well documented that the subjective survey response constitutes a 
very tricky and error-prone measuring instrument. And it is equally clear that 
such errors can be enormously consequential and can lead to seriously mislead- 
ing conclusions. For example, Achen (1975) shows that the usual statistical 
measures of intertemporal attitude stability are highly vulnerable to even ran- 
dom measurement error, and that correcting for this yields quite different 
results, which show considerably less instability. Similarly, Bishop et al. ( 1978) 
and Sullivan et al. (1978) demonstrate that standard measures of individual 
consistency across different attitudes can be quite sensitive to apparently minor 
changes in question wording, and they suggest this as a major reason for the 
apparent change in attitude consistency in the 1960s reported by various 
researchers. 

There is still a further dimension of the problem. With concepts like candi- 
date preference or financial well-being, the meaning of error is more or less 
well-defined, and it’s clear at least in principle how we should go about measur- 
ing it and calibrating our instruments; this is also true, at least in principle, for 
many perceptual variables. These are what we might call the category I 
concepts. 

But what does it really mean when a respondent says that he “approves” of 
the way the President is handling things, or that the “most important problem” 
nowadays is inflation rather than unemployment? Is there some concrete be- 
havioral meaning to this, or is it “most important” simply because that‘s what 
the TV commentators have been talking about lately? What are the external 
events against which these measures should be compared, to see if our respond- 
ent is lying, or mistaken? The question doesn’t make sense: there simply is no 
external standard, even in principle, for these kinds of measurements. These 
are what we might term category I1 measures. 

We use a lot of category I1 measures in political science. They do have one 
major advantage, of course: the question of validity doesn’t really arise, so in 
designing such measures we can stick to secondary criteria like maximizing reli- 
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ability or response rates, which are much more tractable. But in bypassing the 
awkward problem of error in this way we pay a heavy price. We forgo any real 
chance of saying something meaningful about the external world of real events, 
which lies beyond our measuring instruments. In effect, we elect to content our- 
selves with just studying the internal properties of our measuring instruments 
instead. 

Our formal theories of politics, however tentative they may still be, are at 
least trying to deal with actual political events, for example, votes cast, bargains 
struck, coalitions formed. They’re not trying to deal with measuring instru- 
ments. And whatever the shortcomings on the theoretical side, a further major 
reason for the gap between theory and evidence in political science is that so 
much of the latter is based on a tradition of measurement and conceptual 
framework in which events and their measurements are hopelessly intertwined 
and cannot be clearly distinguished even in principle. If the experience of the 
natural sciences is any guide, these concepts are unlikely to lead to any very 
deep understanding of our proper subject matter, which is the real world of 
politics and actual political behavior, not respondents’ images or rationaliza- 
tions of that world (which is not to suggest that the latter may not sometimes be 
useful for understanding the former). 

The “behavioral revolution” broadened the scope of political inquiry be- 
yond institutional and legal forms to encompass the real world of politics in all 
its aspects; but in subsequent years, “political behavior” has come all too often 
to mean, in practice, the study of just one kind of only tangentially political 
behavior, the verbal behavior exhibited by an impatient respondent when con- 
fronted with an (often ill-defined) question on current events by an interviewer. 
In some respects we may actually have retrogressed in the analysis and inter- 
pretation of these data, for earlier studies tended to be more conscious of some 
of the underlying conceptual issues and the error problem. In the decades since, 
as surveys have become more widespread and survey research has become a 
more routinized activity, its conceptual foundations have come to be taken for 
granted, and they have seldom been reexamined. But this policy of benign 
neglect has probably outlived its usefulness. This is not to suggest that we 
should abandon survey research. For many problems of central concern to 
political scientists, surveys remain the best, and in many cases the only, source 
of systematic data, and are indispensable. But more quality control, and more 
careful thought about and attention to some of the underlying measurement 
and conceptual issues, is surely overdue. 

There are other bodies of evidence and other strategies for bypassing the 
problem of error that we might do well to exploit more fully. In particular, a 
more indirect strategy of the kind which is common in the natural science can 
also work in the social sciences. One good example of this is the permanent in- 
come hypothesis in economics. Permanent income is a latent variable, which 
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cannot be measured directly. [Friedman (1957) proposed some ways of esti- 
mating it, but most have found his estimates unconvincing.] Yet at the same 
time most economists-even those who agree with Friedman on little else- 
take the permanent income hypothesis very seriously, and regard it as quite per- 
suasive empirically. But the evidence for it is all indirect. The investigation pro- 
ceeds by formulating the hypothesis in precise form, working out its empirical 
implications in a wide variety of areas, and then testing these implications 
against very different kinds and bodies of data. The resulting mosaic is quite 
persuasive. Friedman’s A Theory of the Consumption Function could serve as 
a useful paradigm for political science: a precise, simple, but powerful explana- 
tory hypothesis, rich in empirical implications, tested indirectly against many 
different bodies and kinds of evidence. 

Many of our key concepts in political science also involve latent variables like 
permanent income, for example, subjective probabilities, expectations, and of 
course, perceptions. But there is one difference: expectations or perceptions are 
everyday concepts, and if you ask people about them, they can respond, and 
generally do. On the other hand it’s fruitless to ask people directly about sub- 
jective probabilities, or what their permanent income is; the concepts are too 
unfamiliar and complicated for most people to understand. We can only find 
out about them indirectly. But in many ways this is really a blessing in disguise: 
being obliged to rely on indirect tests requires carefully formulated hypotheses, 
from which we can deduce far-reaching consequences; that we think through 
their empirical implications in many areas, not just one; and that we test them 
against a wide variety of data, whose different errors and shortcomings can to 
some degree offset each other. 

In contrast, the apparent (though deceptive) ease with which we can measure 
perceptions by just asking people about them has permitted us to avoid all this 
hard work. The result is that we’ve been able to get by with casually formulat- 
ed, often rather complicated and ad hoc hypotheses, tested against narrow 
bodies of evidence; and that all too much of even this knowledge rests on the 
treacherous sands of unknown but undoubtedly substantial measurement error. 

We should surely be making more use of such indirect tests in political sci- 
ence. One ripe area would be on the sociotropic voting hypothesis-an interest- 
ing and important question, whose answer is by no means clear, at least to me. 
We could learn a great deal by carefully formulating the hypothesis and think- 
ing through its implications for different groups in different kinds of elections, 
and then testing these against objective economic and voting data. I suspect we 
would learn much more that way than any amount of continued tinkering 
about with self-reported perceptions and of personal and collective interests. 

There may be a more general lesson in all this. If the deeper explanatory prin- 
ciples of the natural sciences are typically characterized by simplicity, their em- 
pirical investigations more often display complexity, subtlety, and indirection. 
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In political science, on the other hand, empirical research seems much easier: all 
you need is a computer, a hypothesis, and some new data. But if our preference 
in data and measurement is for straightforwardness and simplicity, our explan- 
atory paradigms are more often characterized by subtlety, nuance, and indirec- 
tion. Thus, in important respects, we seem to have precisely reversed the roles 
of complexity and simplicity. 

Maybe we should think about that. 
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CHAPTER 3 

THE SCIENCE OF POLITICS AND ITS LIMITS 

Duncan MacRae, Jr. 

I am concerned in this chapter with two questions. The first is, to what extent is 
the scientific study of politics possible? Second, if it is possible, what have been 
and what will be its fruits? Sometimes it is easiest to leave these matters alone. 
If our discipline is accepted in the university, we can publish our findings and 
hope to advance knowledge without asking where it will all lead. Indeed, one of 
the virtues of work in a well-developed science is that the researcher is to expect 
the unexpected and to look for progress without a fixed image of the future.' 

Yet there seem to be limits to what we can do. At dinner parties, friends from 
the natural sciences ask me to predict the result of the next presidential election, 
and it is not easy for me to respond. What is more, after more than three 
decades in the scientific study of politics, I have seen apparently promising lines 
of work languish; I have seen apparently solid generalizations fail to predict 
new events when relevant parameters changed; and I believe that the hopes for 
scientific progress in our field have been exaggerated. The aim of this paper is 
to specify limits beyond which our generalizations cannot extend, even though 
generalization is possible and valuable within these limits. The questions 
involved extend beyond political science to the social sciences generally, most of 
which overlap with political science.2 

What is science? What is politics? And to what extent can there be a science 
of politics? These are questions that we must address at the start. The defini- 
tions of science and politics will place limits on their conjunction; only science 
in a certain sense, and politics in a certain sense, can be joined. 

The defining feature of a science that I shall put first is successfulprediction. 
It must include the prediction of things not known by laymen, or by the persons 
whom we study.3 But, in addition, science must predict by means of well- 
defined methods, which can be taught openly to all  comer^.^ It must rest on 
generalizations; not isolated statements, but bodies of theory that link these 
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generalizations together consistently. These generalizations are especially 
esteemed if they are elegant, predicting a great deal from a simple f~rmula t ion .~  
The openness of a science to all implies that anyone who has learned the necess- 
ary skills can carry out the relevant predictions, test whether they have been 
borne out, and criticize the logic of other scientists. These methods and predic- 
tions are thus shared (to a considerable degree) by a community open to new- 
comers. We must be able to say what will happen, say it for good and general 
reasons, and say it openly, preferably in print; and for the established body of 
knowledge in a science, a number of persons (perhaps most of the scientific 
community) must be able to do  SO.^ 

The very notion of prediction bears closer examination, however. I shall use 
the term in the extended sense of predicting observations not known to the pre- 
dictor before, even though the events they reflect may have occurred before 
(postdiction). We thus include geological or paleontological observations; or 
the replication of a hypothesis on a random subsample set aside from a larger 
sampk. All important question is whether we need to predict the future, and 
the “natural world” (Riker, 1982, p. 753) .  We might, for example, develop a 
“science of the past” that held only within an institutional or cultural frame- 
work that has ceased to exist; a “science of the artificial” (Simon, 1969); or a 
“science of the laboratory” that can be verified only under conditions that we 
control. One reason for insisting on prediction, in this general sense, is that it 
puts our hypotheses to a harder test and weeds out mere rationalizations that 
have been fitted to our prior observations. But this alone would not require pre- 
diction of the future, or of events in the natural world. If the test of science 
were only our delight in solving puzzles, or the esthetic satisfaction of revealing 
general and elegant organization in the world, we might not care what domain 
prediction applied to. The elegance of our solutions depends, however, on the 
scope of their applicability; thus when Newton showed that the same laws ap- 
plied to celestial and terrestrial objects, the elegance of mechanics was greatly 
increased. Similarly, if a “science of the past” becomes linked to the future as 
well, the result is again greater generality. Beyond the question of generality 
and elegance, however, also lies that of practical application, which must con- 
cern the future and the world in which we act (whether it be natural or 
artificial), 

What, then, is politics? That part of it about which we try to be scientific can 
be given a first or preliminary definition by the content of our discipline: elec- 
toral behavior (together with participation, opinions, and attitudes), political 
parties, the judiciary, the legislature, the executive, comparative politics, intern- 
national relations. Many of these subjects can be studied at different levels of 
government or politics, from the international arena down to the organization- 
al level, and we also study the relations among these levels. Such a list suggests 
the diversity of the discipline and the possibility that these subjects may not all 
be equally amenable to scientific study. 
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Yet there have been differences of opinion as to what politics is. Leo Strauss 
(1962, p. 320), characterizing “the new political science,” asked on its part 
(ironically), “Can we not observe human beings as we observe rats, are deci- 
sions which rats make not much simpler than the decisons which humans fre- 
quently make, and is not the simpler always the key to the more complex? We 
do not doubt,” he continued, “that we can observe, if we try hard enough, the 
overt behavior of humans as we observe the overt behavior of rats.” Whether 
by selecting a manner of observing, or a type of things to observe, we may 
choose to call some things “politics” that are more easily studied scientifically 
but are of less practical relevance than others to which that term might be ap- 
plied. Strauss suggested that sometimes the most interesting political circum- 
stances are those that are unprecedented (1962, p. 312). 

In exploring these questions, I shall first examine two “case histories” of re- 
search in areas in which I have worked. In interpreting them I shall suggest that 
for the social sciences generally, two problems arise. The principal problem is 
that the subject matter of these sciences changes over time as a result of collec- 
tive symbol formation by human beings. The lesser problem is that we social 
scientists are not always as rigorous as we might be in defining terms, stating re- 
lationships, testing hypotheses, criticizing the empirical inferences of our col- 
leagues, and building on previous work. As regards political science in particu- 
lar, I shall later suggest that problems of conflict and strategy lead to special 
difficulty in prediction. Within these limits, however, I shall contend that there 
are scientifically fruitful and practically useful lines of research to pursue, but 
that this work needs supplementation by less scientific approaches. 

CONDITIONS FOR PREDICTION 

In order to be confident that a type of prediction can be made successfully on 
scientific grounds, we should like to see it made repeatedly. We need repetition 
to rule out the possibility that a prediction succeeded by mere chance, especially 
when it contains little information (such as the prediction that one of two 
parties will be chosen), Alternatively, for a rarely available observation we need 
a carefully designed procedure to rule out alternative explanations. 

The need for repetition raises two other problems of social sicence: that con- 
firming instances usually coexist with counterexamples, and that we cannot 
usually say clearly under what conditions our generalizations hold (MacIntyre, 
1981, p. 86). If our repeated observations are a random sample of a larger pop- 
ulation, we can generalize to other samples of that population by the proce- 
dures of statistics, but when we seek to generalize to new populations we are 
less certain (Cronbach, 1982a,b). These problems of repetition and sampling 
are less acute in natural science as practiced in the laboratory, or in the study of 
the artificial creations of the technology of natural science, but they still exist in 
complex applications such as those of agronomy or medicine. For all of these 
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problems of generalization it seems necessary to combine statistical tests with 
theoretical development, seeking to extend our theories to hard cases, and at 
the same time limiting the complexity of the systems on which we test them. 

We should also like the basis of our prediction, in nature or society, to be 
lasting. Eyeing natural science, we think of the assumed uniformity of nature 
(Natanson, 1963, p. 20). We then wish “nature” to remain constant, while the 
scientific community that admits and educates new members also persists. 
When both endure, we feel that our findings endure and are real. More general- 
ly, we should like to see a continuing scientific community with continuing op- 
portunities to see and predict events, to improve its knowledge of them, and to 
take account of possible changes in the things observed. If its new theories sub- 
sume the old, this is consistent with an unchanging subject matter (Szmatka, 
1983); if they do not, either the science is subject to fads or its subject matter 
has changed. 

We might also like our theories or models of human activity (behavior) to be 
useful for predicting the activities of large numbers of persons, not just as sums 
but as systems or institutions, and at the same time to be based on a sound 
model of individual behavior. Economics predicts the aggregate behavior of 
many; this has practical value, but also reflects the reluctance of the discipline 
to put its postulates about the behavior of individuals to direct empirical tests 
(Rosenberg, 1980, p. 85). We might also, in this perspective, seek theories of 
the action of political parties, bureaucracies, or nations that do not rest explicit- 
ly on theories of individual behavior.’ 

To examine whether we can meet these requirements, let me take two exam- 
ples from areas in which I have worked,’ showing limits to progress in the scien- 
tific community and changes in the things studied. These concern studies of the 
relations between legislators and their constituencies, and the occurrence of 
critical elections, as well as other questions growing out of these studies. I shall 
suggest that up to a certain point we can shape a better science of politics by ad- 
hering more closely to the methods and reasoning of science; but that beyond 
that point we face a social and political world that itself changes, posing much 
more difficult problems. 

LEGISLATORS AND CONSTITUENCIES 

In 1952 I published a paper on “The Relation between Roll Call Votes and 
Constituencies in the Massachusetts House of Representatives” (MacRae, 
1952). I was working with V. 0. Key and following the work of his student, 
Julius Turner (1951). My paper showed that, over two decades, representatives 
with closer election margins tended to come from districts socially atypical of 
their parties; and that among representatives who came from such districts 
those who had had close electoral margins tended to show less loyalty to their 
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party’s position in their roll-call votes than did representatives with wide mar- 
gins. These findings were consistent with a model of rational behavior aimed at 
reelection (Downs, 1957; MacRae, 1958, pp. 358-370). This paper was cited 
extensively (though not always accurately) in the years that followed, and repli- 
cated for Massachusetts by Pertti Pesonen (1963). I replicated it for the Eighty- 
First Congress with the aid of several cumulative scales, finding that it held for 
Republicans but not for Democrats (MacRae, 1958, pp. 284-289). 

In the course of normal science (Kuhn, 1962), I would have hoped that this 
finding would constitute part of a foundation for wider theoretical generaliza- 
tions. Converse (1982, p. 85) sees this building process, involving an “endless 
scrabbling around in the foothills,” necessary if political science is to have its 
Newton or Einstein, to bring about “the final day’s climb up Everest from the 
last base camp.” For over twenty years, however, there was little evidence of 
such cumulation. For example, Fiorina stated that “Taken as a whole, the liter- 
ature [on the subject was] noncumulative, noncomparable, confusing, and 
sometimes contradictory” (1974, p. 2). In this work (Fiorina, 1974), he con- 
ducted a careful review of the literature, proposed a new theoretical frame- 
work, and contributed to a more systematic approach that is still being used 
and developed. 

We may ask three questions about the development of this area of research. 
(1) Why did it take two decades for these advances to be made? (2)  What were 
Fiorina’s contributions that helped to systematize the field? ( 3 )  What are the 
prospects at present for part of a “science of politics” to arise from this field? 

Without detracting from Fiorina’s accomplishment, I believe the slow devel- 
opment of this field was due partially to the fact that the rest of us-including 
myself and a number of well-known political scientists-may not have fol- 
lowed the methods of science as closely as we could have. We did engage in em- 
pirical replication, though not always with precision. This lack of precision re- 
flected an insufficient guidance by empirically relevant theories such as Fiorina 
eventually proposed. Some researchers did propose principles that anticipated 
Fiorina’s theory, but they were not selected and perpetuated in the literature. I 
suspect that the “invisible college’’ of legislative researchers was not bound to- 
gether tightly enough by the mutual criticism that would sharpen our concepts 
and lead us to seek out the broader conditions under which particular empirical 
regularities held, These conditions might have been suggested by positive theo- 
ry, or by broadening our perspective across political systems and over time. 

Among the contributions that Fiorina and others have made to this field are 
a more explicit consideration of the motives of representatives; a recognition 
that constituencies can include conflicting groups who may be moved to oppo- 
sition as well as support by a legislator’s vote; and a recognition that the degree 
of interparty competition in a constituency can result from the diversity of 
groups in it, a condition that also affects other relevant variables. 
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But while our scientific generalizations have improved, the very subject mat- 
ter under study has also changed; “the world turns, and yesterday’s truth is to- 
day’s fiction” (Fiorina, 1977, p. 24). Fiorina hypothesizes in this later work 
(1977, chap. 5) that the disappearance of many marginal congressional districts 
in recent decades may be attributed to a greater availability of nonconflictual 
goods that incumbents can give out to their constituents through pork-barrel 
and casework activities, fostered by an increasing federal role. Perhaps legis- 
lators still respond in their votes to the subjective probabilities of electoral de- 
feat, but responses other than voting are increasingly available to change those 
probabilities. The increased independence of legislators from their parties, de- 
riving from these new opportunities, signals important practical problems of 
representative government (Fiorina, 1981, p. 211), even while it makes predic- 
tion difficult. 

In reviewing research on Congress, Peabody also suggested that “the Con- 
gress, like Heraclitus’ river, is forever changing” (1982, p. 10). He, too, is “less 
sanguine about the prospects” of developing a more “general, or overarching 
theory of congressional behavior” (p. 1) in spite of the quantity and quality of 
work in the field. He suggests, too (p. lo), that “an integrated theory of the 
Congress would have to be almost as comprehensive as a study of American 
politics itself.” He thus states explicitly that our findings are time-bound, and 
implies that they may be culture-bound as well. However satisfying it would be 
to achieve a theory of American politics, this might not be a theory of the poli- 
tics of other countries. 

In an effort to submit propositions about legislative behavior to more severe 
tests (Popper, 1965, p. 242), I began a study of French legislative behavior un- 
der the Fourth Republic. The existence there of a system of proportional repre- 
sentation, with multimember districts, allowing coalitions among party lists, 
seemed to make my earlier hypothesis about constituency relations irrelevant 
(as it did many of the American behavioral hypotheses I took across the Atlan- 
tic). Under such a system, if a legislator wished to remain in office he would 
first have to be sure that his party placed him high on its list, and then try to 
form advantageous coalitions between his own list and others. As in the United 
States, other motives were undoubtedly combined with the quest for reelection; 
but in seeking reelection the French legislator had far less opportunity than the 
American to further this goal by distinctive individual voting. It is possible to 
formulate systematic models of coalition formation in such a system (Rosen- 
thal, 1969a,b). Conceivably such models could be synthesized across different 
political systems, but the task seems difficult and the likely result more a cata- 
logue than a single elegant law of science.’ 

Scientific findings about legislative behavior in the Fourth French Republic 
might then have several sorts of significance. They might, at worst, be part of a 
“science of the past,” explaining the working of a regime that no longer exists. 
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Even if that regime had continued, or if another like it were formed, the study 
of it might be an institution-bound science, possibly useful and enlightening 
within those bounds but not beyond them. Alternatively, as in Rosenthal’s 
(1970) analysis, they might provide valuable and otherwise unavailable tests of 
a theory of coalitions, possibly extending to a number of other concrete do- 
mains, including international relations. 

The difficulty of extending United States behavioral theories to France illus- 
trates a problem characteristic of comparative studies in social science. Differ- 
ences among institutional frameworks affect the form, and the validity, of par- 
ticular behavioral propositions. There are indeed propositions that transcend 
particular frameworks, such as Duverger’s law (Riker, 1982), but not all propo- 
sitions do so. In comparative studies we seek to test propositions of this sort in 
which only a manageable number of independent variables vary, either by com- 
paring similar systems or by examining phenomena that are not dominated by 
institutional structures (voters’ choices for parties of the left and right, social 
mobility). But we may also seek problems that have practical significance. Af- 
ter the Fourth Republic was overthrown, not only was its electoral system 
changed, but the very testing of behavioral propositions on Fourth-Republic 
data began to seem less important than the question of why the regime had 
fallen. I thus moved to the study of this latter question, using some behavioral 
methods and findings as “building blocks whose placement in the larger struc- 
ture requires judgment more than strict deduction or statistical inference” 
(MacRae, 1967, p. ix). 

The capacity of a scientific community to predict successfully depends on the 
agreement among its members, and the continuity over time, in their interpreta- 
tion of their observations, as well as the concordance of these interpretations 
with the world. This process of interpretation is characteristic of natural as well 
as social science (Knorr-Cetina, 1981). In social science, however, not only the 
scientific community but also the social system under study may change its in- 
terpretations. Not only formal institutions, but informal norms and under- 
standings, can differ over time and among social systems. Thus we must culti- 
vate justifiable agreement (by training observers and interviewers, by precise 
empirical definitions, and by immersion in the culture under study) but also be 
on guard for changing interpretations or motivations on the part of those 
whom we study.” 

In my studies of legislative behavior, most of the basic concepts and their 
measurements have rested on common sense notions of their meaning, shared 
with the participants, as well as on certain limiting contextual conditions. In 
Massachusetts, I made use of our general nonscientific knowledge of legisla- 
tures, political parties, and representation to some extent. There, as well as in 
other legislative studies, I spent time sitting in the gallery and interviewing par- 
ticipants; even .then, I underestimated the role of patronage and graft. The 
major left-right dimension that distinguished the two parties was known, and 
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had a particularly simple character in a largely urban state. A moderate degree 
of party discipline was understood to exist-neither the complete indiscipline 
of groups in the Confederate Congress (Alexander and Beringer, 1972) nor the 
discipline of contemporary British parties. The legislators’ presumed desire for 
reelection may well have mattered more than in city councils in small cities 
(Eulau and Prewitt, 1973, pp. 457-460). When I replicated the study for Con- 
gress, I had to build a number of cumulative scales, interpret the meaning of 
each, and choose a suitable socioeconomic measure of constituency character- 
istics to correspond to each. 

Even though I did not test the same sort of constituency hypotheses for 
France, I did construct a number of cumulative scales. There, even more than 
in the United States, I had to interview knowledgeable participants in the politi- 
cal process (mostly ex-deputies), as well as read political commentaries and 
records of legislative debates in order to be sure that the scales meant what I 
thought. To understand numerous other features of the French political sys- 
tem, I also had to read extensively and question people. 

These elementary requirements of social research simply illustrate the likeli- 
hood that our generalizations and predictions will depend on common sense 
understandings: a feature of social science that need not prevent agreement or 
prediction within a scientific community, but can set limits on both when these 
understandings change. 

CRITICAL ELECTIONS 

My second example comes from the study of critical elections, in which V. 0. 
Key’s work played an even more important part. This is a crucial area for test- 
ing the generality of our science; the study of voting behavior looms large 
among our accomplishments, but realignments are changes in the bases of the 
vote. They also change the relation between party and constituency that legisla- 
tors face (Brady, 1978). 

The behavioral voting studies of the 1950s seemed somewhat ahistorical, and 
Key’s (1955) examination of the antecedents of the 1896 and 1928 elections re- 
vealed that the bases of voting had not always been the same, even in our own 
political system, but had changed markedly in periods of a few years. Key 
called attention to several aspects of this type of change and conjectured about 
its origins. He defined a critical election as one in which “the depth and intensi- 
ty of electoral involvement are high, in which more or less profound readjust- 
ments occur in the relations of power within the community, and in which new 
and durable electoral groupings are formed” (1955, p. 4). 

Following Key’s lead and collaborating with the late James Meldrum, I 
studied a series of critical elections in Illinois, including those of 1856, 1896, 
and 1928 (MacRae and Meldrum, 1960,1969). Meldrum’s historical knowledge 
provided essential insights into the perceived political worlds of earlier years. 
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We chose to work with the “new and durable . . , groupings,” using a factor- 
analytic technique that refined Key’s “opening-scissors” graphs. These graphs 
and related techniques actually provided a more precise definition of this aspect 
of “realignment” than Key’s verbal definition: a lasting change in the degree of 
association between the party vote and some background characteristic. This 
aspect of realigment is also stressed by Sundquist (1983, chap. 2). Further, 
Nexon defines a critical election as “one in which the correlates of habitual 
party support change” (1980, p. 54). 

At the same time, another aspect of Key’s definition, dealing with “relations 
of power,’’ was used by Burnham (1970) to identify a set of “critical elections” 
that turned out to be nearly the same ones we had found using our alternative 
definition. Instead of factor analysis or the related autocorrelation method 
(Burnham, 1970, p. 8), he used the discontinuity of moving averages of the ag- 
gregate national party vote, identifying midpoint years of 1854,1874,1894, and 
1930 (1970, pp. 13 -15). The corresponding presidential years in which the new 
vote level began were 1856, 1876, 1896, and 1932. He characterizes the 1876 
change, however, as continuing the “third, or Civil War, party system in its 
‘normal’ or stable phase” (p. 17). We agreed with Burnham on 1856 (though 
we had to “explain away” an unexpected local reorientation in Illinois in 1864); 
did not explore 1876 with factor analysis; agreed on 1896; and found 1928 
rather than 1932 to be the year in which the “new and durable groupings” were 
initiated.” Key’s implicit hypothesis that these two aspects of his definition 
went together was largely supported, but unfortunately neither we nor Burn- 
ham gave them separate names. Their logical distinctness is still not sufficiently 
recognized, although Nexon (1980, pp. 56-57) states it clearly. Sundquist 
(1983, p. 3) has referred to the terminological problem here by referring to “the 
muddied concept of party realignment.” 

I was led, as many have been (e.g., Beck, 1982), to predict a fourth critical 
election-at least by 1968, if not sooner. It has not yet occurred. With an inter- 
val of at least 52 years from the last critical election (defined in terms of the so- 
cial base of the vote), a serious departure from the earlier intervals of 40 and 32 
years seems to have occurred. l 2  

If this were to be a really scientific generalization, however, and not merely 
an empirical one, we should have to know why these three critical elections oc- 
curred, and then as “the exception proves [tests] the rule,” we might find rea- 
sons why the fourth had not (yet) occurred. The topic has attracted other inves- 
tigators, including historians. The apparent limitation of the prior short-term 
behavorial findings of the 1950s was remedied, as we always hope it will be, by 
larger generalizations extending to the structure of the systems within which 
voting takes place. Two major mechanisms have been proposed for these re- 
alignments, concerning party organization and voters’ party identification. Per- 
haps we can verify such a mechanism, but a long time may be required to do 
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so.l3 Indeed, the political world may have changed in a way that we were un- 
able to predict-and it may do so again. Perhaps in historical retrospect we 
shall be able to go on “explaining” such major changes, but we may never be 
able to predict them very long in advance. 

This example illustrates a process that we follow repeatedly in trying to put 
our propositions to severe tests: to test their limits of applicability and to en- 
compass these propositions, if possible, in more general ones (Nagel, 1963, pp. 
206-209). We may begin with propositions about individual behavior, for 
which survey techniques have provided us with large N’s on which to develop 
and test our m0de1s.l~ The contextual features of the system or situation in 
which people act, such as those of historical periods or institutional systems, 
must be studied with smaller N’s, however. Our inferences in this domain seem 
less certain: a pessimistic interpretation might say that we were making separate 
generalizations for separate periods, and that we should indicate this separate- 
ness by specifying the intervals involved. Converse (1982, p. 86) suggests that 
the historical aspects of the social sciences might well pattern their aspirations 
on those of geology, and on “messy” theories such as that of plate tectonics, 
rather than on Newtonian physics. I suspect, however, that the multiple precise 
observations underlying plate tectonics have little parallel in historical-com- 
parative social science. 

These two examples of research suggest that up to a certain point we can fol- 
low scientific methods more closely in our definitions, theories, and empirical 
inferences, and can encourage this tendency in the education of researchers as 
well as in the activities of scientific communities. Beyond this point, however, 
the parameters of the systems that we observe are likely to change in ways that 
cannot be anticipated but can be understood only in retrospect. As long as these 
parameters do not change, and if we have a satisfactory understanding of the 
system, we can predict some future political events. We must now go beyond 
these two examples to consider more generally the conditions under which un- 
predictable changes in parameters can occur, 

UNDERSTANDING, COMMUNICATION, AND THE ROBUSTNESS 
OF MODELS OF INDIVIDUAL ACTION 

The people we study can and do change their collective understandings of 
their situations over time. These understandings can change with changes in 
either formal institutions (such as electoral systems or constitutions) or infor- 
mal social norms. In the case of legislators’ constituency relations, a gradual 
change in federal policy involvement seems to have changed the possibilities of 
a representative role. In the case of the missing critical election, party organiza- 
tions may have become more responsive, or voters’ party identifications may 
have become more labile, or a single deep cleavage may not be ready for na- 
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tional expression. The very meaning of constituency relations, of party organi- 
zation, or of voters’ adherence to parties, may have changed. 

These changes of collective understanding are of special importance, because 
when the world changes it sets limits beyond which the cleverest and most per- 
sistent scientific community cannot predict.” Some of the most conspicuous 
changes in the social world thus result from social movements. Such move- 
ments in earlier times gave rise to Protestantism and labor organizations and 
affected party configurations. Those of recent decades in the United States, for 
minorities and women, have changed the social meaning of the labels or roles 
of these groups. Generalizations about their behavior, including those as simple 
as the proportion of women employed, have to be changed. Such movements 
are easier to organize in a free society (Solow, 1982, p. 24); a controlled society 
might be good for social science-as long as researchers did not ask embarrass- 
ing questions-as well as for its rulers. Alternatively, social scientists might be 
able to control some such parameters in laboratory settings. 

Such changes, which can invalidate our predictions of the future, have been 
numerous. The Republicans, initially the party of Lincoln, are no longer dis- 
tinguished by their concern for black Americans. The fact of segregation, taken 
in the Brown case as an indicator of an impaired self-concept on the part of 
blacks, has a somewhat different significance when black groups organize their 
own separate activities. Organizations have become less hierarchical over a 
period of decades; the unquestioning acceptance of authority has declined. The 
very changes in the dimensionality of our electoral decision space, including 
critical elections, are hard to predict qualitatively even if we know when one is 
coming; a previous minority party is expected to form a coalition with an un- 
represented interest; but just how will the coalition be defined and organized?16 

Even in economics, where the maximizing model of action is expressed in 
ways that seem unqualified by place or time, changes have occurred. A maxi- 
mizing model may well have been most realistic “in the era of nineteenth-cen- 
tury capitalism . . . under the pressure of mass poverty, unbridled competi- 
tion, and a Puritan value system,” as Lowe (1963, pp. 154-155) argues. He 
goes on to observe that “the consummation of the industrial revolution . . . 
has liberated the broad masses from the bondage of extreme scarcity; self-orga- 
nization of producers and the interventions of the welfare state have mitigated 
the fierceness of competition; and the inherited system of values is giving way 
to capriciousness, typical of an ‘affluent society.’ ” Or as Solow (1982, p. 24) 
notes, “Much of what happens in economic life depends on social institutions, 
attitudes, standards of acceptable behavior, and the like. These things change, 
partly for reasons quite outside of economics [for which the discipline is ab- 
solved of responsibility?], partly in response to what has happened in the recent 
past.’’ 
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Most of social science rests on our understanding, based on our shared cul- 
tural knowledge, of the intentions of other persons, and of the meanings that 
they give to their sit~ations.~’ As Schutz (1963, p. 241) expresses it, “the com- 
monsense knowledge of everyday life is the unquestioned but always question- 
able background within which inquiry starts and within which alone it can be 
carried out.” This fact has led to controversies as to whether such understand- 
ing or Versfehen (Abel, 1948) is a suitable basis for social science. Such under- 
standings can be shared by a community of social scientists and the persons 
whom they study, facilitating prediction. Researchers can also construct new 
understandings, built on common sense understandings and even eventually af- 
fecting them. Alternatively, different observers may differ in their interpreta- 
tion of the actions of those observed, leading to lack of consensus on predic- 
tions. Equally serious, however, is the case in which members of a scientific 
community agree with one another, but are all in error as to the bases of their 
subjects’ actions; this can occur when, over a period of time, actions predicted 
as based on one set of understandings come to be based on another set. 

We can try, as scientists, to escape from the infuence of such changing inter- 
pretations. One such approach is to characterize behavior in natural-science 
terms. There are limited ranges of social science in which interpretation is a p  
parently absent or minimal (in which we study people as we would rats or ants), 
such as the study of the spatial distribution of persons in a room, of the length 
of time each of two conversation partners talks before the other responds, and 
the study of the auditory pitch with which each partner speaks in an inter- 
change. Some aspects of biopolitics appear to deal only with nonsymbolic as- 
pects of interaction, widespread among hominids, that do not require knowl- 
edge of a language and culture for their interpretation (Masters, 1983; Schu- 
bert, 1983). But for the most part, political science requires and deals with in- 
terpretation. Moreover, when we come to relate such “objective” measure- 
ments to our theories, we usually find that the latter require interpretation of 
these measurements in terms of meaning and intention. 

A second such approach is that of economics; though as I have noted, it is 
not immune to these problems. In this discipline the motives of individuals are 
assumed to involve maximization in terms of objectively definable variables 
such as quantities of goods: utility, despite our difficulties in measuring it, is 
typically assumed to depend on objectively observable conditions and not on 
perceptions of them. If,  however, individuals’ utility functions (or tastes) 
change, economists can start their analyses over again, preserving the form of 
the equations but not their specific parameters, asking other disciplines to per- 
form for them the task of predicting tastes. Moreover, the empirical validity of 
the maximization motive is protected from direct testing because questioning of 
respondents is usually deemed an inappropriate test (Becker, 1976, p. 7; Rosen- 
berg, 1980, p. 85) .  
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The practice of economics in making generalizations that do not depend on 
the precise values of parameters has parallels in other social sciences. We may 
predict an association rather than the absolute value of a variable; or the sign of 
an association rather than the coefficients of a regression equation. We thus ab- 
stract in certain ways from the concrete totality of the situations about which 
our predictions are made. Characterized in this way, our procedures resemble 
those of any science. If an economist cannot predict the price of a commodity, 
he can at least say what will make it rise or fall, ceteris paribus; perhaps our 
analogous task would be to say what makes the popularity of a president rise or 
fall, even when we cannot say who will win the election. Fiorina, discussing the 
goals of theorizing about legislator-constituent relations, contends that “gener- 
alizing about the values of the decision components [specific groups and 
issues], which may be quite variable and short-lived, seems far less profitable 
than generalizing about the way in which the components, whatever they are, 
affect the decision” (1974, p. 66). 

Despite these efforts to circumvent the problem of interpretation and under- 
standing, it remains. It does not preclude the existence of a science of politics or 
other social behavior, based on interpretation, provided only that the principles 
of interpretation in the scientific community and in society remain constant and 
consistent with one another. To rest our scientific knowledge on common sense 
knowledge (Straws, 1962, p. 315) need not vitiate the findings of science. With 
a metal framework, a building can be built on foundations of stone, and these 
in turn rest on the surface of the earth, without our denying the special virtues 
of metal for construction. But if the earth should move, as in an earthquake, 
the metal framework of the building can become unstable. In the same way, 
changes in society can undermine our generalizations in social science, even 
while leaving intact the methods with which we can build new structures of gen- 
eralizations and allowing these methods to improve over time. Insofar as soci- 
ety’s common sense understandings of political entities and events change over 
time, and insofar as we cannot predict these changes, then the durability of our 
scientific findings (though perhaps not of our science) is limited. This does not 
mean that our findings are not scientific while they last, or that they lack practi- 
cal utility, for they can have both these features; but they have limits, and espe- 
cially for practical purposes we must seek to know these limits. 

This is why we can understand the past more easily than we can predict the 
future. We can add parameters to our analysis if the Civil War or the labor 
movement has intervened, or exclude certain periods such as World War 11 
from our economic time series. We can (if we have the insight) systematize the 
entire process of development of overlaid party cleavages in Europe, as Lipset 
and Rokkan (1967) have done, starting from the rise of representative institu- 
tions and the effects of the Reformation; these mechanisms of changing cleav- 
ages seem to have been an alternative to critical elections. We can generalize 
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about the interrelations between religion and economy as Weber did. We can 
enter into the style of thought, and the symbolic environment, of earlier times 
through careful study. We can extrapolate some of these findings, with caution. 
But we cannot so easily predict a new set of such events.” 

In this respect, the study of comparative politics resembles the study of earli- 
er historical periods. By immersing ourselves in other languages and cultures, 
we can see the perceptions of politics that prevail in these other systems-until 
they themselves change. We can seek common elements and set aside nationally 
specific parameters and institutional factors. The number of variables differ- 
entiating these systems from one another may be greater than those in the his- 
tory of a single system; but if we select somewhat similar sets of polities (West- 
ern Europe; the countries colonized by English settlers), we may be able to 
compare better. 

A major problem for prediction is thus the robustness of our models of hu- 
man action. Conceivably, some causal generalizations about behavior are more 
likely than others to remain valid even when regimes change, though these gen- 
eralizations may be the ones studied by disciplines other than political science. 
Some may be relatively constant with historical change, or with respect to poli- 
cy interventions. We can look for those aspects of political life in which such 
models of behavior are most robust; perhaps they will involve the self-inter- 
ested, economic types of motives. We can also look for stable regimes, in which 
the institutional expression of particular motives remains relatively constant 
over time. As Solow puts it for economics: “If we study aspects of . . . be- 
havior that are strong enough to be clear through the inevitable noise, persistent 
enough so that we can eventually collect and analyze a wide range of data, and 
academic enough so that they do not get too deeply involved in politics and its 
yen for simple answers, we do actually learn how the modern capitalist econ- 
omy works” (1982, p. 27). 

We may also seek persistence of motives, as well as simplificaitons of the sys- 
tems under study, by doing our studies in the laboratory (Fiorina and Plott, 
1978; Plott, 1982). The instructions given to the subjects, the control by the ex- 
perimenter of the place where action occurs, and perhaps even the choice of co- 
operative subjects, can facilitate the orderliness of our studies. We are re- 
minded now and then, however, that even in the laboratory our subjects can re- 
interpret the situation (Plott, 1982, p. 1490n). 

The life of the laboratory is often seen by orthodox economists or political 
scientists as too little related to the real world; thus critics see the findings of 
laboratory studies as inapplicable or unimportant (Fiorina and Plott, 1978, pp. 
592-593). They may of course not be so; time will tell. But this criticism sug- 
gests that the domain of a social science cannot be chosen completely arbitrari- 
ly; feelings of reality and importance enter to some degree into our judgment of 
the significance of findings. In another sense, however, the life of the labora- 
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tory is too much related to the real world. Think only of the difficulty in setting 
up a reasonable imitation of a medieval village in the laboratory: the subjects’ 
whole external life, and their previous education, would have to be controlled. 

CONFLICT AND STRATEGY 

Changes in the things we study can also occur for other reasons. Not merely 
social movements, but even more direct efforts by participants to win the stakes 
of politics affect our predictions. The struggle to win elections with the aid of 
surveys and television may have changed the nature of campaigns and voting; 
and to a much greater degree, the availability of nuclear weapons has trans- 
formed international relations. The lessons of earlier military history may tell 
us something about possible modern wars, but they cannot tell us everything. 

Wohlstetter has called attention to this problem in his essay on “theory and 
opposed-systems design” (1968). He notes that even in contemporary interna- 
tional strategy, the players change the terms so that the technology of one peri- 
od will not be that of ten or twenty years later. We cannot predict inventions 
(Straws, 1962, p. 313); but technological invention is stimulated by the need to 
prepare for war. Thus the political or strategic scientist who wishes to predict (if 
not to influence) the course of international conflict must be continually at- 
tuned to new technical developments, even seeking to penetrate those secrets 
that one nation keeps from another.I9 Not only material technology, but the po- 
litical alternatives, are likely to change as one skilled player tries to defeat an- 
other. There is thus a strong interest in changing the rules of the game: “The 
problem about real life is that moving one’s knight to QB3 may always be re- 
plied to with a lob across the net” (MacIntyre, 1981, p. 94). 

The very fact that strategic opponents seek to win by changing the terms of 
their “games,” and that they often do so by engaging the best minds available, 
implies that we as outsiders cannot easily tell who will win in a situation of con- 
flict. Even in a game whose rules remain fixed, such as chess, we cannot predict 
in fine detail who will win, though we can do so in broad outlines from indices 
of players’ skill. Before Vietnam, we thought we could predict the outcome 
when a very large nation fought a very small one, just as some predicted that 
Goliath would defeat David. 

My inability to tell my natural-science friends how political science would 
predict the result of the next election thus results in part from a pervasive fea- 
ture of politics. A second definition of politics is that it deals with strategic 
conflict.*’ Predicting who will win, in such major conflicts, is not easy. It is true 
that there are many easily predictable contests, such as those between parties in 
one-party legislative districts (which potential opposition candidates can make 
more predictable by not entering them). Political scientists can predict their out- 
comes, but so can anyone else who knows the situation. But in the spring be- 
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fore the presidential nominating conventions we are unlikely to know who the 
candidates will be or what the economic conditions will be as the election ap- 
proaches. Knowing these things would help us predict. But even knowing the 
identities of the candidates will still not tell us the strategies they will adopt. 

We are better able to make contingent predictions about conflicts than to 
predict who will win. Thus we predict the relation between voting and econom- 
ic conditions, or between the votes given to a party and the seats it obtains in 
the legislature, or between voters’ social class and their party preferences. We 
do not seem to have predicted the “gender gap” in support for President Rea- 
gan, but perhaps we will start to predict its recurrence. 

The same sort of limitations can be seen in the prediction of certain aspects 
of expert chess play. Between experts, evenly matched, we cannot easily say 
who will win; and even in shorter intervals of the game, an important type of 
unpredictability can be shown. Leifer showed this by studying eighteen tourna- 
ment chess games (1983, pp. 82-87). With the aid of a chess-master consul- 
tant, he defined 239 multiple-move “plans,” or sequences of moves by a player 
that appeared to be “organized toward an outcome” or a realized goal. Within 
eadi such set of moves he studied the amount of time the player spent in think- 
ing about each move. He wished to examine the distribution of planning activi- 
ty (time between moves) over the course of each plan, and classified it as to 
whether this activity increased or decreased over the course of a plan. If the 
time spent per move decreased, he classified that sequence of moves as consis- 
tent with an “intentional” mode of action, corresponding roughly to rational 
planning. If it increased or remained constant, he classified the sequence as 
more consistent with an “interaction” model, roughly equivalent to 
incremental decision making, yet (as we shall see) found it to be associated with 
a higher level of skill and with a condition of equal power between players. 

Leifer found that the most skilled players (as measured by a chess rating in- 
dex) were least likely to engage in rational planning in the above sense; they of- 
ten spent a long time on each of a sequence of moves. But most interesting for 
our purposes, highly skilled players showed more rational planning when they 
were ahead in the game and less when the power relation in the game (as judged 
by the master consultant) was balanced. Similarly, players of all skill levels 
showed higher numbers of moves in their plans or chains (linked sequences of 
plans) when ahead in the game (Leifer, 1983, pp. 88, 129). 

At first glance these results suggest that we can generalize about a game such 
as chess if we look beyond the question of winning and losing, and that when 
we do, we can reveal aspects of the game and of its play that are not obvious. 
But more deeply, these findings are a metaphor for rational analysis and plan- 
ning in situations involving conflict and strategy. In closely matched conflicts 
even the best players cannot plan ahead rationally. More important for a sci- 
ence of politics, the relation between a social-scientific observer and a skilled 
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player devising strategies in political conflict may be similar to that between 
players. We, as observers, may be best able to predict strategies in uneven con- 
flicts; and in balanced conflicts between skilled players we may fail to predict 
the opponent’s moves. Leifer suggests that in such contests our interpretation 
must be expost. 

Leifer’s view of the skilled player’s interactive strategy resembles the conven- 
tional notions of incrementalism (Braybrooke and Lindblom, 1963) in that the 
player faces an unpredictable situation, reexamining it after each move. It dif- 
fers, however, in suggesting not a simplified style of play focusing on “dis- 
jointed” goals, but rather a style of play that is calculated to be relatively insen- 
sitive (“robust”) to the opponent’s moves. Such a style of play can allow a 
move to serve multiple purposes and can deliberately introduce ambiguity as to 
one’s intentions. 

A science of “chess behavior” thus seems most attainable when the players 
are unevenly matched (for then their intentions are clearer), and when we as ob- 
servers are more skilled in our judgment than the players.2’ Leifer, in fact, made 
judgments of “subtle” outcomes by comparing the master consultant’s judg- 
ments with those of an amateur. If we are to understand the subtle moves of 
political actors, we must then meet severe standards. These standards seem dis- 
tinctively characteristic of politics as conflict and add to the difficulty of estab- 
lishing a science of this aspect of politics. For this reason a science of political 
feasibility will not come easily (MacRae and Wilde, 1979, chap. 6) .  Simple, un- 
reflective behavior such as that of the average voter is within the scope of our 
science; complex, strategic action between skilled and evenly matched oppo- 
nents is less so. 

THE LIMITS OF A SCIENCE OF POLITICS 

In sum, our predictive capacities seem greatest when we can test our gener- 
alizations with numerous repeated observations (as in studies of individual, 
nonelite behavior); when the persons we study are not collectively reinterpreting 
their worlds (as in the study of historically nonrevolutionary times or in labora- 
tory experiments with controlled conditions); and when the people we study, if 
they are engaged in strategic conflict, are either unevenly matched or less aware 
of strategic possibilities than we are.” Or, from another viewpoint, we are likely 
to be most successful when the things we try to predict are not the outcomes of 
major conflicts, but relatively unchanging background features of these strug- 
gles or persistent features of stable systems. 

These background features include some of the predictions of which our dis- 
cipline is proudest. The cumulative Michigan voting analyses have enabled us 
to see and predict many aspects of elections other than their outcomes (the dis- 
tribution of party identification may enable us to place some bets on outcomes, 
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but only in the long run, until the distribution changes). Theories of coalitions 
may tell us who will join with whom, though not necessarily who will win in 
real-life situations. 

Have we then attained a science of politics-or will we? Whether we do so 
may depend on whether scientific knowledge is our only goal. In the domain of 
science, our choice of subject matter seems arbitrary. If so, we can then choose 
subject matter that is amenable to scientific study (Natanson, 1963; Strauss, 
1962). The apparently most insignificant phenomena acquire scientific signifi- 
cance when connected by theory: fruit flies and bacteria in the study of genetics 
and evolution; uncommon or ill-smelling substances in organic chemistry; ex- 
perimental groups or groups with trivial functions in the theory of group deci- 
sion making (Strauss, 1962, p. 312). Because such phenomena have been linked 
in the past with matters of practical importance, or with central features of our 
world view, we expect that still others will come to be. In this view, if we can 
produce a well-organized science of some aspects of politics, it may well be- 
come practically significant; and in the eyes of some, we should not even ask 
whether it will. If we are interested in knowledge for its own sake, ought we not 
to look in all domains and find where the marginal returns in knowledge, for a 
given amount of resources, will be greatest (Solow, 1982, p. 31)? 

If knowledge is our goal, we are freer to choose our subject matter than if we 
are concerned with practical uses of knowledge. We can choose areas of study 
that are simple and well organized (Poincark, 1952 [1914]). Becker contends 
that in the field of pure sociology, “A playful attitude prevails” (1982, p. 24). 
Strauss was less charitable when he said of “the new political science” that “it 
fiddles while Rome burns,” but “it does not know that it fiddles, and it does 
not know that Rome burns” (1962, p. 327). 

But if we are interested in practical action as well as knowledge for its own 
sake, we must not lose sight of the nonscientific aspects of knowledge, which 
are also part of our discipline. The intuition of an experienced observer can aid 
our predictions. Our concern with normative political theory keeps before us 
the goals we are seeking and the ways in which regimes may contribute to them, 
even if not known with the same precision of method as some other things. Our 
knowledge of statecraft supplements our scientific knowledge of international 
relations. Our knowledge of history expands our behavioral horizons in the as- 
sessment of contemporary politics. 

The nonscientific aspects of our discipline not only alert us to goals and 
means, but remind us of problems that may arise from our devotion to science 
itself. Our use of scientific terms to refer to matters of common speech may 
strip away some of the valuative meanings necessary for citizens’ discourse 
(Pitkin, 1972, pp. 280-286). And Strauss warned us that if in seeking general 
theories we try to compare all regimes, including democracy and tyranny, we 
may lose sight of major valuative distinctions (1962, pp. 318-319). Eailier, 
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Weber (1946 [1919], pp. 147-148) warned of  “the disenchantment of  the 
world,” though without the same stress on science’s direct contribution t o  it. 

Other  incidental effects of  scientific analysis should also be of  concern t o  us. 
An excessive confidence in  science may lead us t o  expect more than is possible 
f rom those who claim t o  make  use of science, and a devotion t o  the values of 
science may lead us to expect more harmony and rationality than we should 
f rom others’ actions (Morgenthau, 1946). Our findings, too, may be misused 
a s  well a s  ignored unless we look beyond discovery and verification t o  their use. 

Political science is an unusual science. It  stands, in a way, a t  the  opposite end 
of a spectrum of  the sciences from mathematics and physics. O u r  aspirations 
for  it may  thus be somewhat different, even though it shares many  features 
with other sciences. This difference may be summed u p  by recalling a toast t o  
pure mathematics, attributed to G. H. Hardy:  “May it never be of  use t o  any- 
one!” Turning Hardy’s toast o n  its head, I should like t o  give you “Political 
science: may  it never be merely a science!” 
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NOTES 

1. Converse (1982, pp. 84-89) sees evidence of progress and warns us against expect- 
ing Newtonian laws immediately. I t  would be interesting, however, to look back 
and see whether one generation’s signs of progress were still acknowledged by the 
next as having been valid. 

2. These issues were extensively debated between the behavioralists and traditionalists 
as the behavioral approach to politics gained in popularity in the 1950s and 1960s. 
Looking back at these debates, however, I see much acrimony and little effort to 
seek a middle ground. 

3. I set aside the more difficult task of making predictions of what would occur if we 
acted, and acting on them successfully-especially in a democratic regime where 
we are only minor actors. Also set aside are predictions of well-known things, such 
as the tides or the customs of other cultures; but the deduction of these things from 
general and less obvious theories counts in favor of the theoretical structure by 
which a science is organized. 

4. We thus seem to set aside “clinical prediction,” useful as it may be for practice. 
Well-trained economists seem to be able to predict the course of the economy 
slightly better than their computer models (Ascher, 1981, pp. 249-250); if both 
were better than businessmen’s predictions, it would seem that economics as a sci- 
ence should get some credit. Perhaps, too, a panel of distinguished political scien- 
tists could predict elections better than a sample of persons with doctorates in other 
fields; and if they made a careful study of the situation, they could do better than 
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by offhand guesses. But if Mayor Daley had been better able to predict Chicago 
elections than any political scientist, we still might have denied him the title of “sci- 
entist.” As regards openness to all, Strauss proposed a stronger requirement for 
“the new political science”: “it must supply us with a ladder by which we can as- 
cend, in full clarity as to what we are doing, from common sense to science” (1962, 
p. 308). 

5 .  Some of the most compelling bodies of theory are those that connect the properties 
of larger systems (gases, organisms, social institutions) with statements about p r o p  
erties of their component units (molecules, cells, persons). In contrast, the predic- 
tion of the result of an election from an election-eve survey rests on a relatively iso- 
lated and less surprising statement. 

6. We have left unspecified the degree of success required in prediction; the nature of 
the socialization process into a scientific community (are the procedures of anthro- 
pological field work sufficiently explicit?); the exactness required of measurement 
and of formulation of statements; and the part played by systematic observation in 
prediction (Euclidean geometry being an extreme case where most of the reasoning 
is simply logical). Moreover, questions arise as to whether a scientific community 
can have either excessive consensus (fads) or excessive dissensus (ideological 
cleavage) based on “irrelevant” beliefs or allegiances held by its members. A scien- 
tific community (or “invisible college”) may also be characterized sociologically by 
networks of citation, by journal rejection rates, and by attitudes toward the 
community itself or common symbols. 

7. The distinction between action and behavior is significant to some critics of the idea 
of political science (Pitkin, 1972, pp. 242-243; Braybrooke, 1965, pp. 2-4). 

8. These examples may be unrepresentative, they are limited in scope and they may 
not reach sufficiently to the forefront of contemporary research. I remember tak- 
ing a critical view of Berns’ (1962) review of voting studies because it did not reach 
to the most current studies of that time. A younger generation may feel that its el- 
ders did not cultivate science as effectively as they themselves can. But if there can 
be a science of politics, I should have expected to be able to see it easily by now, and 
a retrospective view over several decades has some advantage. 

9. In comparing representative regimes with different electoral systems, we may still 
aspire to scientific conclusions with practical relevance for the choice of political in- 
stitutions. Comparative behavioral studies may well contribute to such conclusions. 
Converse and Dupeux (1962), for example, showed similarities between French 
and United States voters in the relation between education and political participa- 
tion. There are also a number of larger problems that can be studied if one rises 
above the perspective of a single regime such as the Fourth Republic and compares 
it with other regimes. These include problems of regime change; of the evolution of 
European party systems; of consociationalism and the failure to achieve it; and of 
the effects of electoral systems on party systems. 

10. Consistency between the scientific community and the social system may also result 
from self-fulfilling prophecies or from our educating others to certain actions or 
beliefs. We should not count this consistency to the credit of science as a study of 
natural systems, but it may well be useful and desirable for practical purposes. The 
feeling that scientists and citizens are engaged together in a worthwhile enterprise 
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may enhance the success of our actions; educating people in the rules of probability 
may improve their choices. In assessment of a possible science of politics, however, 
we here make the simple assumption that we are dealing with nonreactive measures 
and theories. 

11. Erbring et al. (1983) have shown, by a more detailed analysis of aggregate regres- 
sions of the vote on proportions in various ethnic groups, that there were marked 
shifts in association between 1928 and 1936, with greater stability in regression co- 
efficients after 1936. 

12. If 1936 is taken as the date of the most recent critical election, the intervals become 
40, 40, and over 44 years; but it is not clear when the next one is due. 

13. Burnham has posed a persuasive set of hypotheses linked to his “mainspring” 
metaphor (1970, pp. 181 -183). “Developmental change in the socioeconomic sys- 
tem” may be contrasted with “its absence in the country’s political institutions.” 
He sees “a profound incapacity of established political leadership to adapt 
itself. . . to  emergent political demand. . . . ”  This approach is consistent with 
an interval of a generation between realignments. It could be tested, for example, 
by studies of seniority and attitudes among party leaders. Thus peaks in the average 
age of losing congressional incumbents seem to have occurred in 1896 and 1932 
(Seligman and King, 1980, p. 165). 

An alternative explanation of the sources of stability and change that give rise to 
critical elections lies in the party identifications of the electorate (Andersen, 1976, 
1979). Changes in the correlates of party identification can be related to the “at- 
traction of new voters” as in 1928, or to the “crossing of party lines” as in 1896 
(Key, 1955, pp. 16-1711). If party identification in general declines, critical elections 
may be replaced by “a more volatile electorate” (Nie et al., 1976, p. 290). This ex- 
planation of critical elections provides detailed support for a mechanism of change 
at critical elections, as well as for our failure to observe one recently, but the result- 
ing system of propositions seems to apply only to the past. 

14. Here we make probability statements, and this feature of the statements 
is evident to us because the large N’s  allow us to see the dispersion of observed 
values of a variable. In order for such statements to have a precise statistical mean- 
ing, they must be associated with well-specified populations. 

15. I have not emphasized the problem of complexity of subject matter and the analogy 
to meteorology; it is important, but I wish to show what problems would arise even 
if it were not an obstacle. Even when our subject matter is simpler, we cannot pre- 
dict “radical conceptual innovation” (MacIntyre, 1981, p. 89); this includes not 
only scientific innovation but also institutional and cultural innovation more gener- 
ally. Poincark characterized the complex subject matter of sociology with the obser- 
vation that that field “is the science with the greatest number of methods and the 
least results” (1952, pp. 19-20). This problem also exists for other social sciences 
and may derive from changing subject matter as well as from complexity. 

16. A separate question is whether the new coalition wins or loses: this is the question 
of predicting results of strategic conflicts, which we discuss below. 

17. We can sometimes understand others’ motives without making use of their con- 
scious view of them. Unconscious motives exist, and people can be mistaken as to 
the effects of their actions (Pitkin, 1972, p. 254). We can also sometimes impute to 
others a type of motive that encompasses or channels a variety of more specific mo- 
tives: economic maximization, waiting in a queue, driving a car in the prescribed 
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fashion; corporate actors such as nations may also sometimes be treated in this 
way. This concern with motives is sometimes seen as distinguishing the social sci- 
ences from the natural (Machlup, 1961, p. 176-177); but Samuelson (1971) con- 
tends that the maximum principles of economics have close parallels in physics. 

18. Culture change is difficult to predict; but if it is change toward a known culture, as 
in the case of westernization, it may facilitate application of a preexisting set of so- 
cial-scientific (e.g., economic) categories. 

19. MacIntyre (1981, p. 93) suggests that in game-theoretic situations, the winners may 
be those who most successfully misinform other players as well as external observ- 
ers; thus we are more likely to be able to understand those who were defeated, or 
predict the behavior of those who are going to be defeated. 

20. By strategic conflict I mean situations in which actors stand to gain or lose from 
discrete outcomes and must calculate their own courses of action by anticipating 
others’ actions. The action of firms in a competitive market does not fall in this cat- 
egory, but bargaining or bilateral monopoly more nearly does. 

21. Simon notes that the theory of games has taught us “how difficult is the prediction 
of human behavior in situations involving conflict of interest combined with mutu- 
al uncertainty of intentions” (1982, p. 5). The possibility of our being more skilled 
than the players seems more remote when we realize that the other side can also hire 
social scientists. Knight wrote that in a free society, “Prediction and control cannot 
be mutual; but what each naturally wants is to predict and control the rest, and 
wants social science to tell him how” (1956, p. 16). 

22. Our prediction is not necessarily best, however, when those whom we study are or- 
dinary citizens rather than leaders. Aside from the fact that greater numbers of or- 
dinary citizens may be studied, special groups such as legislators may be more pre- 
dictable because their attitudes are more highly organized or because they are sub- 
ject to a set of influences that they can assess clearly. 
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The Science of Political Institutions 





CHAPTER 4 

INSTITUTIONAL EQUILIBRIUM AND 
EQUILIBRIUM INSTITUTIONS 

Kenneth A. Shepsle 

Several years ago, Morris Fiorina and I, writing for a conference on the topic of 
political equilibrium, began our paper: “Perhaps it overstates matters to say 
that there is a crisis in formal political theory, but it is apparent that much mis- 
chief has been caused by a series of theorems that depict the chaotic features of 
majority-rule voting systems. . . .[W]hen majority rule breaks down, it 
breaks down completely; and it ‘almost always’ breaks down” (Fiorina and 
Shepsle, 1982). We went on to describe how that chaos-the “disequilibrium 
of tastes’’ - had been overinterpreted by political scientists, in our judgment, 
much as the apparent equilibrium of tastes in idealized markets had been over- 
interpreted by general equilibrium economists. In this paper I take a somewhat 
different point of view. The crisis has not yet passed, but surely it is passing as 
formal theorists devise and discover new ways to reason about the problems of 
voting instability. We have begun to accept the disequilibrium of tastes as a per- 
manent condition. Reviewing the intellectual history of this lesson, Riker 
(1980) concludes: “And what we have learned is simply this: disequilibrium, or 
the potential that the status quo be upset, is the characteristic feature of poli- 
tics.” But in accepting this fact, we formal theorists, along with many others in 
political science and economics, have (re)discovered that tastes and their ex- 
pression are neither autonomous nor necessarily decisive. 

First, we have begun studying theoretically the ways in which preferences are 
induced or molded, on the one hand, and how, on the other hand, they are 
channeled, expressed, and revealed. The endogenous treatment of preferences 
permits us to focus on particular configurations of tastes while, at the same 
time, turning to environmental features and their effects.’ 

Second, the autonomy or exogeneity of tastes aside, it is becoming increas- 
ingly clear that the empirical relationship between social choice and individual 
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values is a mediated one. Standing between the individual qua bundle of tastes 
and the alternatives comprising available social choices are institutions. A con- 
figuration of institutions-a framework of rules, procedures, and arrange- 
ments-prescribes and constrains the set of choosing agents, the manner in 
which their preferences may be revealed, the alternatives over which prefer- 
ences may be expressed, the order in which such expressions occur, and general- 
ly the way in which business is conducted. 

To observe that tastes are neither autonomous nor decisive, and that social 
choices are mediated by institutional arrangements, is the first step in a return 
to an older scholarly interest in the structures of society, polity, and economy. I 
do not here recommend such a return visit merely to mimic our predecessors. 
While their focus was (more often than not) squarely on arrangemenfs and out- 
comes, their modes of scholarship- history writing, description, and norma- 
tive discourse- were not principally scientific and have beeen improved upon 
during the intervening generations. The price we have paid for the methodo- 
logical and theoretical innovations of the post-World War I1 era, however, is 
the inordinate emphasis now placed on behavior. Our ability to describe (and 
less frequently, to explain) behavior-the casting of a vote, participation in 
committee deliberations, campaigning, the rendering of a judicial or admini- 
strative ruling- has diminished the attention once given to institutional context 
and actual outcomes. On net, the behavioral revolution has probably been of 
positive value. But along with the many scientific benefits, we have been bur- 
dened by the cost of restricted scope in our analyses. One of the purposes of 
this essay is to elevate and reemphasize some of the older themes and to suggest 
how they might be incorporated into the domain of positive political theory. 

The theme of this chapter is institutions. I bring to this theme both the more 
traditional interest in structures of society, polity, and economy, and the more 
contemporary microeconomic, rational-actor methodology with its emphasis 
on equilibrium outcomes. First, I briefly review the equilibrium orientation of 
positive political theory. Second, I consider the world of institutions and the 
outcomes they produce, encourage, or enforce. There I contrast preference-in- 
duced equilibrium (Riker calls it an “equilibrium of tastes”) with sfructure-in- 
duced equilibrium. The latter focuses on organizational conditions, formal ar- 
rangements, institutional practices, and their channeling effects on the revela- 
tion and aggregation of individual preferences. Third, I stand the analysis on its 
head. If institutions matter, then which institutions are employed becomes a 
paramount concern. In particular, the selection, survival, adaptation, and 
evolution of institutional practices need to be understood. Throughout, I make 
reference to legislative institutions which, I claim, stand as something of an ex- 
emplar for modeling institutions more generally. From empirical familiarity 
with legislatures, I have come to appreciate the tension in modeling between the 
substantive demands for complexity, on the one hand, and the theoretical ne- 
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cessity of deductive interrogatability on the other. This tension constitutes a 
challenge to positive political theorists. 

THE EQUILIBRIUM PERSPECTIVE 
OF POSITIVE POLITICAL THEORY 

It is useful to begin the discussion with a brief consideration of equilibrium, 
for surely this has been the primary concern of positive political theory dating 
back to Black’s (1948) early work. In one sense, however, the prevailing focus 
on equilibrium stands in tension with some of the dominant theoretical facts of 
positive political theory, namely, Arrow’s Theorem, the pervasive cyclicity of 
majority rule, the indeterminateness of logrolling, vote trading, and general ex- 
change, and the instability of coalitions. Equilibrium theory, consequently, is a 
peculiar moniker for the development I have in mind, since the thrust of more 
than three decades of social choice theory is that voting systems in general, and 
majority rule in particular, lack equilibrium properties. This condition of dis- 
equilibrium is captured most elegantly in the theorems of Plott (1967), Cohen 
(1979), McKelvey (1976,1979), Schofield (1978), Schwartz (1981), and Slutsky 
( 1979). 

Let N = {1,2,. . . ,n) be a committee or legislature consisting of n agents 
who must choose, by majority rule, an element of the set X (normally modeled 
as a multidimensional Euclidean space). Assume each agent has well-defined 
preferences over the points in X satisfying certain technical requirements (typi- 
cally continuous and strictly convex preferences, but these technical features 
need not detain us). Let 4 represent agent i’s preferences (xey means x is pre- 
ferred by i to y ) .  For two points x and y in X, x is said to be majority preferred 
to y (xPy) if and only if 

(where IA 1 means the number of agents in the set having property A ) .  For any 
point y d ,  we may describe the points which majority-defeat it: 

WQ) = ( x d  xPy] 

WQ) is called the win set of y. 

ways. 
The “universal instability” result may now be characterized in either of two 

1. For “almost every” configuration of preferences, WQ) + rzi 
2. For any two arbitrary points, x,ycX, and “almost every” configuration of 

preferences, there exists a finite sequence (x,  z,,. . .,z,, y )  such that 
zi E W(x), .Z,E W(z,_ for i = 2,.  . . ,m, and Y E  W(z,). 

V y d .  
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The first statement asserts the generic nonemptiness of win sets: no point is in- 
vulnerable to defeat in a majority-rule contest. The second statement asserts 
not only that win sets are nonempty, but also that their content is sufficiently 
rich to permit any point to be reached, via a sequence of majority-rule contests, 
from any other point. In short, there is no equilibrium of majority tastes. 

These results are compatible with either of two different interpretations. If 
there is a monopoly agenda setter, i.e., someone who is uniquely and complete- 
ly empowered to pick and order the alternatives on an agenda, then the results 
say that there is always sufficient opportunity for him to manipulate the se- 
quence of votes to produce any final outcome he desires; the preferences of 
other agents are ultimately no constraint on the final outcome. On the other 
hand, if the agenda is built randomly or by an “open” process in which any 
agent may propose an alternative, then the results imply that, no matter where 
the process commences, there is no telling where it will end. Majority rule may 
“wander anywhere” since all the alternatives are part of one preference cycle. 
Put slightly differently, the world of the monopoly agenda setter is a well-be- 
haved one in the sense that an equilibrium outcome is associated with it: the 
ideal point of the agenda setter. It is not, however, an equilibrium of majority 
tastes, for this does not exist. Thus, in some constructed worlds an equilibrium 
outcome appears. But in a world only of majority preferences, we cannot even 
count on this. 

I emphasize these interpretations, not because I think either is terribly general 
or helpful, but rather because they represent two widely separated points in the 
“space” of institutional arrangements. The former is the extreme one in which 
a distinguished agent makes social choices, constrained only by majority prefer- 
ences. The nonobvious insight provided by McKelvey and others is that, for all 
intents and purposes, this case is indistinguishable from that of the dictator, 
since the majority preference relation, exploited by the monopoly agenda setter, 
is not binding onwthe final choice. 

The monopoly agenda setter and dictator mechanisms may appear arbitrary 
and highly special. Let me emphasize, however, that so, roo, is the completely 
open agenda process. The “open” process of pure majority rule (PMR), like 
the other alternatives just discussed, is one, rather special, operationalization of 
a choice process governed by a cyclic P relation. I claim that this observation 
has not been fully appreciated in the literature. Just as the nonempty win sets 
property of majority rule implies different things about two of its operational 
forms (equilibrium with a monopoly agenda setter and pervasive disequilibrium 
with an “open” process), so it is more generally. There are, in fact, many 
majority rules, and the cyclic P relation need not imply disequilibrium for all of 
them. 

Elsewhere I have discussed general issues pertaining to equilibrium (Fiorina 
and Shepsle, 1982; Shepsle and Weingast, 1984a; Shepsle, 1985), so let me here 
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dwell on the fact of “many majority rules.” The spate of instability/disequilib- 
rium results have been overinterpreted in light of this fact. While these theo- 
rems characterize PMR, and contain truisms about the cyclicity of the P rela- 
tion, they have been uncritically imported into substantive realms not charac- 
terized by PMR.2 To see this, it is revealing to examine the structure these theo- 
rems take as fixed and exogenous. 

The instability theorems of majority rule typically begin with an undifferenti- 
ated set N of decision makers. A central feature of many decision contexts, 
however, is differentiation. Superimposed on N are a variety of partitions: a 
committee system in a legislature, divisions of a firm, departments in a univer- 
sity, bureaus of an agency. Thus, each house of the Congress is more accurately 
described not by N but rather by a family of subsets of N ,  C = [C,, . . . ,Cm 1, 
where each C; is a subset of N, and each i is an element of at least one C;. 

Similarly, the theorems of majority rule take as undifferentiated the set X of 
alternatives from which choices are made. The elements of X represent, in ef- 
fect, comprehensive government programs in most applications. Yet, in institu- 
tional settings we rarely observe choices posed in terms of one platform of pro- 
grams versus another (indeed, this orientation is a vestige of models of electoral 
competition; Downs, 1957). Rather, the set X ,  too, is partitioned into what may 
be called jurisdictions over which property rights are assigned to organizational 
subunits. Thus, the undifferentiated sets Nand X of our formal theories of ma- 
jority rule are, in practice, collections of subsets and bundles of “rights” differ- 
entiating the agenda and choice authority of the subsets of N over jurisdictions 
in X .  

Both of these institutional features should raise a flag of caution. They do 
nothing to mitigate the results of Plott, Cohen, McKelvey, Schofield, Schwartz, 
and Slutsky. It is still true that the majority preference relation is ill-behaved 
( W(x) * $), and this instability underlies and affects ultimate choices. What is 
now no longer apparent is whether the behavioral interpretations of these theo- 
rems, derived for undifferentiated sets of agents and alternatives, apply in full 
force to organizationally more complex arrangements. In short, equilibrium 
theories to date have only just begun to depart from their institution-free, 
atomistic formulations. 

There is a third feature that bears on this discussion. Most theories of PMR 
assume that any social comparison is permissible. This, too, is a vestige of mod- 
els of electoral equilibrium (viz., candidates may choose any platform on which 
to run). In organizationally and procedurally more complex settings, however, 
the partitioning of the alternative space into jurisdictions combines with ger- 
maneness rules to constrain comparisons. Agenda agents (say, the Rules Com- 
mittee in the House of Representatives) may impose restrictions (only certain 
amendments are in order) over and above those already specified in formal 
rules of deliberation (e.g., the status quo ante is voted on last). 
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Each of these caveats is not a brief for complexity. Organizational behavior 
theorists often get hung up on complexity, losing sight of the fact that we al- 
ways want to preserve in a model the possibility for deductive interrogation. At 
the opposite extreme, however, lie the theories of PMR, elegant but utterly sim- 
ple. In terms of structure and procedure, they constitute very special, if not ex- 
treme cases. The sensitivity of their interpretations to institutional arrange- 
ments comprises an important agenda of new research. 

Such research will, I believe, revitalize equilibrium theories because it will 
highlight the ways in which the underlying P relation is embedded in a structure 
of arrangements among agents (division of and specialization of labor), rules of 
comparison, and mechanisms by which choices and behavior of subgroups are 
monitored by the entire set of agents. This structure, along with the P relation, 
constitutes an institutional arrangement. In evaluating, predicting, or explain- 
ing outcomes of an institutional arrangement, we need no longer be tongue-tied 
by nonempty win sets, a prospect I consider in more detail in the next section. 

INSTITUTIONAL EQUILIBRIUM 

Throughout the previous discussion I have taken PMR to describe a majori- 
ty-rule system in which individual preferences (defined in advance) over a mul- 
tidimensional space of alternatives (also given in advance) induce a cyclic P re- 
lation. Alternatives are considered (motions are made) by some random device: 
either individuals are recognized randomly for the purpose of moving alterna- 
tives or the alternatives themselves are sampled randomly. This arrangement 
has no equilibrium outcome, since W(x) = 4 for no x&, so that the process 
will never come to any resting place. For any alternative, xo, constituting the 
current status quo, some new alternative will ultimately appear which majority- 
defeats it. If the process does produce a final outcome, it is only because of 
some unexplicated feature such as an arbitrary stopping rule, fatigue on the 
part of agents, etc. In general, however, the absence of equilibrium in PMR im- 
plies complete and pervasive in~tability.~ 

The instability results of the PMR model would come as something of a sur- 
prise to students of empirical commitees and legislatures. The PMR formula- 
tion, itself, is but a mere shadow of the complex procedures and structural ar- 
rangements of real decision-making bodies. Compare, for example, the preced- 
ing paragraph, where PMR is described, and the 600-plus pages of Deschler's 
Procedures of the U.S. House of Representatives. Now it is entirely possible 
that the minutiae of institutional life are just that, and not the stuff of theoreti- 
cal significance. I simply claim that it would come as a surprise to legislative 
scholars, for the bulk of their attention is devoted to detailing the complex PO- 
liticial process entailed by the procedures and structural arrangements of deci- 
sion making. They devote considerably less space to describing the instability of 
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results. Even in those legislative studies which emphasize the cyclicity of majori- 
ty preferences (Riker, 1965; Blydenburgh, 1971; Enelow, 1982), it is clear that 
the cyclic P relation is only part of the story, a prominent fact of institutional 
life that takes on significance because it may be exploited by agents in various 
institutional niches. 

There is, however, one serious ex ante objection to embedding PMR in a 
richer institutional structure which I shall mention here and take up in more de- 
tail in the next section. If institutional arrangements affect social choices, and if 
majority preferences over social choices are cyclic, then won’t the induced ma- 
jority preferences over institutional arrangements also be cyclic? That is, will 
social preferences over institutions inherit the cyclicity of social preferences 
over outcomes? These are extremely pertinent questions, first raised convinc- 
ingly by Riker (1980). Their thrust reasserts the fundamental nature of cyclic 
majority preferences, because they suggest that cyclicity and instability cannot 
be finessed by “institutionalizing” PMR. The question of instability, repressed 
at the level of choice over outcomes, reemerges at the level of choice over 
institutions. 

The inheritability hypothesis is interesting, however, only if institutions do 
matter. For this reason alone, it makes sense to pursue the question of institu- 
tional equilibrium first before turning to that of equilibrium institutions. Con- 
sequently, for the purposes of discussion in this section, I will take institutional 
arrangements as exogenous. I neither suppress such arrangements, as is done in 
most of the literature on multidimensional voting models, nor explain it, as I 
will attempt to do in the next section. 

Following my earlier development of institutional arrangements (Shepsle, 
1979), I now describe some building blocks of institutions: division of labor, ju- 
risdictional specialization of labor, and monitoring. To motivate these consider- 
ations, consider the difference between global winners and more restrictive 
winners. 

Winners 
A global winner is an element x*Ex with an empty win set: W(x’) = 4. Such 

a point is a majority core point since W(x*) = {y  I ypx’j = I+; so it is a 
“retentive” equilibrium. Once the process reaches x’ it can never escape (absent 
exogenous change), If, in addition, the voting game is strong, so that xPy or 
yPx for all x,y& (no ties), then x’ is a Condorcet point. In this case we have 
two distinct properties satisfied by x’: 

(i)  W(x’) = 4 
(ii) x’EWQ) for every y + X’ 

If there are no barriers to entry onto the agenda for x’, then it is both a “reten- 
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tive” [property (i)] and an “attractive” [property (ii)] equilibrium. The prob- 
lem, of course, is one of existence: “almost never” do the X’S of properties (i) 
and (ii) exist. 

A more general notion of equilibrium than that of the Condorcet/core con- 
dition may be considered. For any A C X, define 

W,(x) contains the elements of the subset A which majority-defeat x. If A = X ,  
then W,(x) = W(x), so the Condorcet/core condition for equilibrium is a 
special case in this construction. If, however, A is a proper subset of X, and is 
specified by the rules governing comparisons as containing the only feasible 
contenders against x, then, since x can only be compared against elements of A ,  
W(x) = is an inappropriate condition for equilibrium. Since A C X, it 
follows that W,(x) C W(x) and, therefore, that W,(x) may be empty even i f  
W(x) is not. The point of this development is that the emptiness of W(x) is 
often an inappropriately extreme standard against which to  assess the 
equilibriumlike character of an alternative. 

The set A is the collection of feasible agenda elements. If W,(x*) = 9, then 
x’ is said to be an A-restricted winner (in contrast to a global winner). The 
question now becomes one about the features of decision making that restrict 
comparisons to A .  I argue that a more general treatment of the sets N and X, 
heretofore undifferentiated in traditional multidimensional voting models, pro- 
vides the key. 

Jurisdictions 
The idea that a motion may be declared “out of order” suggests that institu- 

tions embody principles of proper order. Thus, even if the majority preference 
relation is complete, with xPy or yPx for every x,y&, some social comparisons 
are proscribed. To give some concreteness, I develop the idea of jurisdiction. 
For the space of alternatives, X, a convex subset of R,’ , let E = ( e l , ,  ,.,en] be an 
orthogonal basis, where e, is the unit vector for the ith dimension. A 
jurisdictional arrangement is a covering of E.4 Thus, P = { P I ,  . . . ,Pk] is a 
jurisdictional arrangement if 0, C E and Up, = E.  Each p,@ is a jurisdiction 
consisting of one or more dimensions of E.  

Defining the status quo ante as the origin of the space, we shall say that a 
motion or proposal is jurisdictionally germane if and only if it is entirely within 
a single jurisdiction. Thus, B = {xlx  = C X e l ,  elcP,] is the set of proposals 
germane to the j th  jurisdictioi. By definition, the status quo is an element of 
every jurisdiction. 

I shall not review all of the discussion in Shepsle (1979). Let me simply note 
that a jurisdictional arrangement may be simple (each jurisdiction a single 
basis vector), complex (each jurisdiction a subspace consisting of several basis 
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vectors), overlapping (some basis vectors common to more than one jurisdic- 
tion) or, in the extreme, global (every basis vector in a single jurisdiction). The 
latter, of course, is the construct of traditional multidimensional voting models. 

A jurisdictional arrangement P allows an institution to split up the various 
dimensions of choice by permitting only jurisdictionally germane proposals. 
The agents of an institution may desire this sort of arrangement for any num- 
ber of reasons. If, for example, an agent’s preferences are separable by jurisdic- 
tion, so that his preferences over alternatives in one jurisdiction are unaffected 
by choices made in other jurisdictions, then jurisdictional germaneness may be 
regarded as an efficient and straightforward way to proceed. That is, though it 
need have no effect on the final vector of outcomes, it economizes on the costs 
of doing business by allowing agents to focus on a jurisdiction at a time. No 
doubt this reason stands behind numerous structural and procedural provisions 
of organizational decision making. 

It is not, however, the whole story. What I argue about legislatures, and per- 
haps organizations generally, is that the specialization of decision making in ju- 
risdictionally germane ways is partially a response to internal forces. The spe- 
cialization of decision-making allows agents to differentiate their energies and 
attention, rationally allocating their resources to those jurisdictions that matter 
most to them. 

Committees 
Having parceled the space X into jurisdictions P = ( P , ,  ...,@,), we may 

develop the idea of committees in a parallel fashion by parceling up the set of 
agents, N. Put simply, a committee system is a covering of N. Thus, CY = 
[ a , ,  . . . ,aL) is a committee system if CY, C Nand UCY, = N.’ A simple committee 
system is a partition of N: UCY, = a, n aJ = 4 for all i, j .  Each agent icN is a 
member of exactly one committee. A complex committee system, like that of 
the U.S. House of Representatives, does not possess this property, since each 
icN may be a member of more than one committee. Finally, in the extreme, CY 
contains exactly one element, i.e., CY = (N). This, the Committee-of-the- 
Whole, is the familiar structure of traditional voting models, labeled 
“committee,” “electorate,” “society,” etc. It is apparent, then, that the 
traditional multidimensional model, consisting of a committee-of-the- whole 
structure with global jurisdiction, a = (N) and P = (El, is easily embedded in 
this more general framework and, more importantly, is seen to be a rather ex- 
treme special case. 

Jurisdictions as Committee Property 
A jurisdictional arrangement may make some sense, even in the absence of a 

division of labor. In the earliest Congresses (through Jefferson’s presidency and 
into Madison’s), for example, the House divided deliberations according to a 
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crude jurisdictional scheme, but operated almost entirely in Committee-of-the- 
Whole.6 This point aside, however, the interesting and more common circum- 
stance is that in which a jurisdictional arrangement and a committee system are 
interconnected. Roughly speaking, I assume that jurisdictions emerge in the 
form of more-or-less “naturally” separable policy domains, and subsets of 
agents gravitate to particular jurisdictions because they wish to have dispropor- 
tionate influence there. The latter, an informal division and specialization of la- 
bor, is formalized as a committee system. 

In terms of the scheme given above, there is a formal rule, F, that associates 
a /3,@ with each C Y , E C Y .  Although perhaps a bit restrictive, it suffices for our 
argument to make cy and /3 sets of equal cardinality and to assume F is a one- 
to-one mapping of cy onto 0. Thus, a committee has exactly one jurisdiction, 
and a jurisdiction exactly one committee. 

I conceive of the association between committees and jurisdictions as a kind 
of property right. A committee is a monopoly provider of proposals to alter the 
status quo in its jurisdictional domain. Committee assent, therefore, is a neces- 
sary condition for change. Conversely, committee opposition to change is suffi- 
cient to sustain the status quo. Committees, then, are both monopolyproposers 
and veto groups. 

At first glance this arrangement may seem a bit odd. Why would the set of all 
agents institutionalize an arrangement in which only a subset of them had ex- 
traordinary influence in each jurisdiction? This poses the general issue of de- 
centralization and delegation. The rationale for decentralization resides in ex 
ante calculations by agents about the relative importance to them of various ju- 
risdictions. Decentralization is the product of a circumstance in which agents 
are willing to trade off influence in many areas in exchange for disproportion- 
ate influence in the jurisdictions that matter most to them (Weingast, 1979). 
The rationale for delegation derives from the ability of the parent body to exer- 
cise some control over the committees to which it delegates disproportionate in- 
fluence. In the case of both decentralization and delegation, then, there is a 
two-sided calculation in terms of the advantages to each icN of having dispro- 
portionate influence in some jurisdictions and the costs to that same i of allow- 
ing others disproportionate influence elsewhere. Each weighs his own advan- 
tages against the potential for opportunism by others. 

Monitoring and Amendment Control 
In the theory of agency (Ross, 1973; Mitnick, 1975; Jensen and Meckling, 

1976; Holmstrom, 1979; Fama and Jensen, 1982), agents may be controlled by 
their principals in two distinct ways. First, agent compensation can be tied, if 
only imperfectly, to outcomes in a manner that gives agents proper incentives to 
pursue outcomes valued by the principal. The agent compensation or fee sched- 
ule is output-related. The second mechanism of agent control by principals is 
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input-related. Principals may expend resources in monitoring the input contri- 
butions made by agents, bestowing rewards on agents whose input contribu- 
tions are believed to contribute to achieving goals valued by the principal, and 
inflicting penalties on “shirking” and other counterproductive agent behavior. 
Organizations characterized by decentralization and delegation typically em- 
ploy some mix of these two control devices, the relative proportions depending 
upon their relative costs to the principal. 

A committee stands in an agency relationship to its parent body, and the par- 
ent body controls its agent in both input- and output-related fashions. In the 
U.S. House, for example, committees often contain some members who insure 
that party and institutional leaders are kept informed of deliberations and who 
serve as vehicles for transmitting leadership preferences. Thus, some monitor- 
ing by the parent body, as personified by its leaders, does take place. In many 
organizations this is the principal device for securing agent compliance. Yet this 
is resource-intensive and, in legislatures at least, monitoring is done in more in- 
direct ways, on the one hand, and control is exercised on the output side, on the 
other. 

Let me pursue this conjecture briefly. From my work on House committee 
assignments (Shepsle, 1978), I came to the conclusion that committee composi- 
tion is determined essentially by self-selection. On the whole, members gravi- 
tate to the committees where they wish to exercise disproportionate influence. 
Party leaders play a relatively reserved role in assignment process proceedings, 
only occasionally making their assignment preferences known and thus influ- 
encing actual assignments. Leadership monitoring occurs more indirectly, by 
listening. Interested others such as lobbyists, constituents, presidents, and other 
legislators follow detailed committee deliberations and, when committee-qua- 
agent behaves opportunistically and at variance with the preferences of others, 
these others howl! Monitoring by party and institutional leaders takes the form 
of reading the decibel-meter and interpreting the howls (Shepsle and Weingast, 
1984c, fn 4). 

So, in legislatures some monitoring does take place. But too much monitor- 
ing would defeat the major purpose of decentralization, for it would retrieve 
for noncommittee members precisely the influence they were prepared to trade 
away in exchange for their own jurisdictional influence. It is my own view that, 
indirect monitoring aside, the chief form of protection against opportunistic 
behavior by committees occurs on the output side. Committee proposals must 
survive emendation by the parent body and, at the final stage, must secure a 
majority vote against the status quo (that is, must be an element of W(x0)). 

Let XEB, be a jurisdictionally germane proposal by committee a,. The set 
M(x) C Xi s  called an amendment control rule if any alternative y ~ M ( x )  may be 
offered as a substitute proposal for x by any icN. Thus, committee a p ,  in 
choosing to propose a modification x to xo, opens the door to a set of possible 
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further modification proposals, M(x).’ The parent body stands as the final 
arbiter in that it chooses, according to established procedures, among a com- 
mittee proposal x and any proposed modifications ycM(x). 

On the one extreme, M(x) poses a trivial constraint on a, (M(x) = q5). Here, 
a, is a monopoly provider not just of proposals, but of final policy outcomes in 
P,. Slightly less extreme is the closed rule, entailing no amendments and an “up 
or down” vote between x and xo (M(x) = (xo)). On the other extreme, there are 
no constraints on the parent body’s capacity to amend, i.e., M(x) = X ,  the 
open rule, so that any substitute proposal is in order. Between these extremes lie 
alternative amendment control rules which may be partially ordered by set 
inclusion. Typical of such rules is germaneness. For XEB,, M(x) = B, requires 
jurisdictional germaneness for any substitute proposal. More restrictive still (in 
which M(x) C B,) is proposal germaneness, which admits a substitute proposal 
y only if y, = xo, whenever x, = xo,, The former germaneness rule admits any 
substitute alternative from the jurisdiction of which x is an element. The latter 
allows only those substitute alternatives from the same jurisdiction as x that 
change the status quo along the same dimension as the original motion does. Of 
course, if x proposes changes in xo on every dimension in P,, then the two forms 
of germaneness are identical. 

In my earlier work I took M(x) to be given exogenously, so that if a, did 
indeed move ~ € 4 ,  it did so knowing ex ante the amendment possibilities, M(x). 
In this fashion, M(x), together with the majority preference relation P of the 
parent body, serves as an incentive structure for each a,~a. That is, if M(x) were 
set in advance, well-defined (though not necessarily identical) for different 
classes of x d ,  and chosen to induce agent behavior compatible with the values 
of the parent body (or at least not drastically destructive of them), then it would 
look something like the optimal fee structure of the classic principal-agent 
problem. 

This formulation for amendment control rules provides a theoretical per- 
spective on the arrangements of delegation and decentralization in institutions. 
In tying together the amount of delegation with the amount of “parental” con- 
trol, though not necessarily in any straightforward way, it offers a way to 
model delegation structures which I hope will be pursued in further research on 
institutional arrangements.’ 

However, and this is an important qualification, it may not be appropriate to 
assume that M(x) is provided exogenously. This institutional fact varies across 
institutions. For example, it is an acceptably accurate description of university 
personnel decisions. Departments are the decentralized agents of the university 
whose personnel proposals, in the form of particular nominees for particular 
positions, are governed essentially by a closed rule. A department’s dean (the 
principal in this case) may approve or veto an agent’s appointment proposal. If 
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the latter, then the status quo prevails unless the agent makes a new proposal. 
What the dean ordinarily may not do is substitute his own candidate in place of 
the department’s nominee and then transmit an offer. For committees of the 
U.S. House of Representatives, on the other hand, M(x) is endogenous. The 
Rules Committee, and ultimately a majority of the entire House, determines an 
amendment control rule only after a, proposes x. 

Institutional Equilibrium 
With a committee system a ,  a jurisdictional arrangement 0, a property rights 

system linking monopoly proposers a,~a to jurisdictions @,q3, and amendment 
control rules M(x) for every x falling in some B,, we have the building blocks of 
an institution. As noted, the traditional multidimensional voting model of pure 
majority rule (PMR), a = (NJ and 0 = (El, falls out as a special case. Because 
of this special case, we know in advance that the prospects for equilibrium are 
not independent of institutional structure. On the other hand, however, 
precisely because PMR is a special case, it no longer follows that the conclusion 
of generic disequilibrium extends to every institutional arrangement. To see 
this, let BJx) = [y ly = x + C X,e,, e,d3,). BJx) consists of the jurisdictionally 
germane ways a, may alter x. It is the opportunity or feasible set for a, when x 
is the status quo. Next, let WJx) consist of the points preferred by a, to x, and 
W(x) the points preferred by N to x . ~  A point x is said to be vulnerable if there 
is a y~B,(x) available to some ajca (jurisdictionally germane), preferred by that 
committee to x, and preferred by a majority of N to X 

x is vulnerable if Bj(x) n Wj(x) n W(x) # 4 

Conversely, if nothing preferred by any committee to x falls within its jurisdic- 
tion or, even if there is such a point, if it is opposed by a majority of N,  then x is 
invulnerable. Invulnerable points are equilibria in the sense that an institution 
cannot depart from them. Clearly, invulnerable points may exist even if W(x) 
# 4 V x d .  A generically cyclic P relation is insufficient to render all x 
vulnerable. 

Institutional equilibria, however, are not restricted to invulnerable points. 
Suppose, for committee a,, that there were a ycB,(x) n W,(x) and that yPx, 
i.e., x is vulnerable. However, suppose further that MQ) were such that mem- 
bers of a, feared that, if they proposed y,  it would then be amended by some 
ZEMQ) that ultimately prevailed, i.e., ZCWV) fl W(x), but that ZC W,(x). That 
is, by “opening the gates” with its proposal of y,  a, ultimately produced the 
outcome z ,  which it preferred less than the original x it sought to modify. Under 
such circumstances a, will not open the gates and x will be an equilibrium even 
though it is vulnerable. 
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Letting 
y<x)  = BJ{x) wJ(x) W(x) 

provide the criterion of vulnerability, we define institutional equilibrium in the 
following way. First, following Denzau and Mackay's (1983) excellent de- 
velopment, define a legislative outcome function, L(y,x,M(y)), to be a function 
whose range is the element that prevails if a committee seeks to alter x by 
proposal y ,  with M(y) the existing amendment control rule. Presumably, if 
y = x ,  i.e., if the committee makes no proposal, keeping the gates closed 
instead, then x prevails: 

L(x,x,M(x)) = x 

With the function L we endow each committee with a modest amount of fore- 
sight (Denzau and Mackay, 1981), permitting its members to predict what will 
ultimately transpire if they seek to change x." Now we say that an xd' is a 
structure- induced equilibrium (SIE) if, for any ycBJ, L(y,x,M@)) C WJ{x). 

Case 1. If y {x )  = 4 for allj ,  then the relevant possibilities are (i) B,{x) n 
W,{x) = 4, (ii) W,{x) n W(x) = 4, or (iii) W(x) = 4. Condition (i) implies 
that each committee prefers to veto any change in x in its jurisdiction and so 
will keep the gates closed. Condition (ii) finds each committee at odds with its 
parent body. Condition (iii) states that x is a Condorcet/core point. In each of 
these cases x is invulnerable so that L(y,x,M(y)) either results in x itself, or in 
some z which the committee regards as inferior to x.  In neither case is 
L(y,x,M(y)) an element of W,{x). Notice that W(x) = r$ is a special case of 
v,(x) = r$ for allj, so that the Condorcet/core condition of equilibrium com- 
mon in traditional multidimensional voting models is a special case of SIE. ' I  

Case 2 .  Suppose yc v;(x) for somej, so that x is vulnerable. If the committee 
forecasts a zcM(y) fl W(y) that will be offered as an amendment, with zCW,{x), 
then it anticipates either z = L(y,x,M(y)) or x = L(y,x,Mf))). The latter occurs 
if Z E  WQ) but zhW(x).'* In either case L(y,x,M(y)) C W, (x).  

Discussion 
In Shepsle (1979) I proved existence for SIE under extremely simple struc- 

tural arrangements. I regard that result as parallel to Black's equilibrium theo- 
rem for one-dimensional choice sets and single-peaked preferences (indeed, it 
was precisely his theorem that I exploited). Surely, it is not the last word. The 
SIE concept has been extended and embellished by Denzau and Mackay (1981, 
1983), Koehler (1982), Enelow and Hinich (1983), and Shepsle and Weingast 
(1981a,b), among others. I draw this section to a close with the following 
comments. 

1, SIE generalizes the Condorcet/core equilibrium concept (PIE) by incor- 
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porating structural arrangements, The nonempty win set condition for 
equilibrium is a special case of SIE under general structural arrangements, and 
is identical to the SIE when CY = {Nj and P = {El. 

2. SIE places a premium on the channeling effect of institutional arrange- 
ments. The committee system, CY, creates monopoly proposers and veto groups, 
and the jurisdictional arrangement, P ,  renders certain social preferences 
irrelevant because it makes certain social comparisons infeasible. 

3. An SIE is a “retentive” equilibrium, but it need not be “attractive,” as 
Denzau and Mackay (1983) have illustrated. This, in turn, raises the whole is- 
sue of dynamics, the path by which the process moves off a nonequilibrium 
point and ultimately (?) settles on a retentive equilibrium. 

4. Procedures, about which I have said little to this point, will figure promi- 
nently in characterizing dynamics: the order of voting and motion making, 
constraints on amendments, the form of the amendment process, etc.13 

5 .  Informational and expectational conditions, behavioral assumptions (so- 
phistication, sincerity), and preference characteristics (attitudes toward risk) 
need to be incorporated more fully and explicitly, 

This agenda of research issues, I am pleased to report, suggests a genuine 
renaissance of the “institutional connection.” Formal models are beginning to 
touch base with some of the empirical regularities long the concern of substan- 
tive students of politics. We may now begin to model real institutions, inquiring 
about their operating characteristics and equilibrium properties. 

Two important omissions have permitted the above discussion to proceed, 
but it is now appropriate to raise them explicitly, if only briefly. The first, which 
I examine more systematically in the next section, takes institutional arrange- 
ments as exogenous. Yet agents choose such arrangements so that, while such 
choices normally precede actual decision making, they need to be made endo- 
genous. Why do the agents in N do things the way they do? Why do changes in 
procedures and structural arrangements take on particular new forms? 

The second omission is the failure to make agent preferences endogenous. In 
most multidimensional voting models, preferences are taken as entirely exogen- 
ous, the work of Denzau and Parks (1979) standing as something of an excep- 
tion. In any case, agents are taken as the final bearers of burdens and enjoyers 
of benefits. In most institutional settings, however, agents are really agents, act- 
ing on behalf of and (at least nominally) in the interest of “relevant others.” 
Agent preferences, then, are derivative, and the mechanisms by which these 
“derived” preferences are induced are of considerable interest. 

Some work has begun in this area as it pertains to legislative agents elected 
from geographic constituencies. Formal models of geographic incidence (Wein- 
gast, Shepsle, and Johnsen, 1981; Shepsle and Weingast, 1984c; Fiorina, 1983; 
Cox, McCubbins, and Sullivan, 1983) have sought to give formal representa- 
tion to the substantive context of a decade’s worth of research on Congress and 
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the “electoral connection” (Mayhew, 1974; Fiorina, 1977; Fenno, 1978). Here, 
too, then, the institutional setting has proved important in raising the issue of 
the sources of induced preferences, which was left exogenous in the traditional, 
structure-free, multidimensional model. 

EQUILIBRIUM INSTITUTIONS 

I have not, to this point, ventured to define what an institution is, nor shall I. 
Before proceeding, however, it will be useful to describe two competing views 
of institutions, each of which possesses elements that will be valuable to retain 
in our discussion. 

Riker (1980) gives a modern treatment to the subject of institutions by refer- 
ring to them as “congealed tastes.” He elaborates: 

The people whose values and tastes are influential live in a world of conventions 
about both language and values themselves. These conventions are in turn condensed 
into institutions, which are simply rules about behavior, especially about making de- 
cisions. Even the [Delphic] priestess in her frenzy probably behaves according to 
rules and, for certain, her interpreter is constrained by specifiable conventions. So in- 
terpersonal rules, that is, institutions, must affect social outcomes just as much as 
personal values (p. 4). 

Institutions, for Riker, are “condensed conventions” reflecting tastes and 
values about “interpersonal rules.” In referring to these tastes about rules as 
“congealed,” Riker transmits the sense that they possess a sort of constancy 
that social preferences about outcomes lack, the latter characterized by intransi- 
tivity and instability. He is quick, however, to retreat from this unqualified 
view. Though congealed, tastes about institutional arrangements are still tastes. 
Therefore, I ‘ .  , . rules or institutions are just more alternatives in the policy 
space, and the status quo of one set of rules can be supplanted with another set 
of rules. Thus the only difference between values and institutions is that the 
revelation of institutional disequilibrium is probably a longer process than the 
revelation of disequilibrium of tastes. . . . If institutions are congealed tastes 
and if tastes lack equilibria, then also do institutions, except for short-run 
events” (Riker, 1980, p. 22). 

Riker, then, views institutions as congealed tastes about interpersonal rules. 
They consist of attitudes, beliefs, expectations, and preferences about “the way 
things are done around here.”I4 Most important for us, Riker treats institutions 
like ordinary policy alternatives in an important respect: they are chosen. Thus, 
institutions reflect the same sort (or at least some sort) of the instrumental cal- 
culus that rational actors bring to policy choices. 

There is an older view of institutions, more sociological, macrohistorical, 
and almost mystical. This tradition is represented in its most developed form in 
studies of the origins and foundations of the law, but it is also well-developed in 
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the study of other political institutions as well. It is a view that emphasizes gla- 
cial evolution, long periods of constancy, mutation like accident in the form of 
experiments with new institutional ideas, and the survival of some of these new 
practices via a sort of natural selection. It is an impersonal process, and neither 
it nor the institutions it fashions is explicable to the individuals whose behavior 
conforms to them. Sait (1938), for example, asserts that “private property, 
slavery, a stratified society- such institutions arose naturally out of altered cir- 
cumstances and not through any ‘intelligently controlled approach.’ New social 
forms originate and old social forms die without any clear perception, by con- 
temporaries, of what is happening” (p. 15). For him, “when we examine politi- 
cal institutions, one after the other, they seem to have been erected, almost like 
coral reefs, without conscious design” (p. 16). 

For Sait, the microeconomic rational actor methodology would be of little 
utility in the study of institutions for, in his view, the latter cannot be regarded 
as objects of choices, as the products of an “intelligently controlled approach.” 
The question he sought to address instead involved the puzzle of commonality: 
How did it come to be that widely separated communities, in space and time, 
possessed institutions that shared many common elements? On some occa- 
sions, as in the case of similarities between English common law and Roman 
law, he argues in favor of the convergence hypothesis, according to which a 
practice evolves from its environment (Sait, 1938, pp. 201-253; especially p. 
202). Commonalities are accidents of parallel development, and in no manner 
reflect imitation by one community of the practices of another. Thus, practices 
in communities converge toward one another because their respective environ- 
ments made such practices propitious. On other occasions, as in the case of rep- 
resentative institutions, Sait’s argument supports the diffusion hypothesis, ac- 
cording to which conscious adaptation and imitation by one community of in- 
stitutions created in another is the predominate mechanism (Sait, 1938, pp. 
467-499; especially p. 469). In either case, his emphasis is on the survival of 
practices, not on their choice. Institutions, however they originate (and, ac- 
cording to Sait, historical methods, not “theoretical approaches,” are the ap- 
propriate ones to answer the question of origin), survive “unless the soil proves 
uncongenial. All that we can foretell with assurance is this: there will be accom- 
modation to the environment” (Sait, 1938, p. 529). 

Riker emphasizes a rational calculus and the congealing of tastes around 
“unstable constants.” Institutional choices differ from policy choices in de- 
gree, not kind. They have more durability (but not much more). Sait, on the 
other hand, rejects any conscious selection process for institutions. Nature 
“adopts”; man does not “adapt.”15 

The remainder of this essay seeks to marry these two incompatible views. In 
this more speculative endeavor, I embrace Riker’s emphasis on choice of insti- 
tutional arrangements, yet reject his view that choosing rules and choosing poli- 
cies according to these rules represent differences in degree, not kind. On the 
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other hand, while rejecting Sait’s more mystical views on natural selection and 
his in-principle rejection of conscious choice of institutions, I embrace his em- 
phasis on the survival of rules regimes.16 I begin with the “Riker objection” 
and the “inheritability hypothesis.”” 

The Riker Objection: Inheritability 
In the last section, the idea of institutional equilibrium (SIE) was formalized. 

An alternative x’ is an equilibrium because it cannot be dislodged. Competitors 
in W(x’) cannot be brought to a comparison against x’. This may prevail be- 
cause of formal rules governing comparisons (e.g., germaneness, the closed 
rule), because of preference differences embedded in the division of labor (e.g., 
y ( x * )  fl W(x*) = r$), because x’ is a Condorcet/core point (i.e., W(x’) = c$), 

or because of foresight and sophisticated calculation by agenda agents relative 
to monitoring arrangements via amendment control (i.e., LQ,x*,MQ)) 4 4 (x’) 
for all j and all ycB,(x’)). I shall assume here that a specific institutional 
arrangement possesses such an x’, that the set SIE is nonempty.” 

If institutional rules and arrangements produce stability in majority-rule de- 
cision making, then the manner in which the rules, themselves, are chosen must 
be confronted. Riker (1980) argues that preferences over outcomes, combined 
with well-grounded expectations about the “institutional outcome function,” 
lead naturally to an induced set of preferences over institutional arrangements. 
Thus, if institutions p and q have SIEs xp and xq, respectively, then individual i 
prefers p to q if and only if he prefers x, to x,. From this it follows that a deci- 
sive coalition of agents prefers p to q if and only if each of its members prefers 
x to x . If the social preference relation defined by decisive coalitions is cyclic 
over outcomes, then the cyclicity will be inherited in social preferences over 
institutions. 

The Riker objection asserts that instability in policy choice, suppressed by 
some particular institutional regime, reemerges in the selection of regimes. The 
latter selection process inherits the disequilibrium inherent in preferences over 
final outcomes. Let me first take the Riker objection as true and see where that 
leads. Then I will suggest why I believe the inheritability hypothesis should not 
be accepted at face value. 

P 4  

Inheritability: Suppose Q is Cyclic 
If Q, is the induced individual preference relation defined on the “space” of 

institutions, i.e., pQ,q if xp<xq, then, as Riker suggests, while Q, will be acyclic, 
Q, the social preference relation over institutions, normally will not be. But, of 
what significance is this condition? I have developed in the last section an 
argument claiming that the cyclicity of P may not be freighted with the signifi- 
cance given it by the universal instability theorems. The same argument applies 
to the cyclicity of Q. Even though a given institutional arrangement may not be 
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a Condorcet/core point in comparison to other institutional arrangements, the 
procedures by which institutional arrangements themselves are selected may 
inhibit change. 

Any consideration of changes in the practices of the U S .  Congress, for ex- 
ample, is restricted in some relevant ways by the Constitution. Neither the 
House nor Senate may alter the basis of representation (proportional to state 
population in the former and equality by state in the latter). All revenue bills 
(and by liberal generalization all appropriations bills) must originate in the 
House. A presidential veto requires a two-thirds vote in each chamber to over- 
ride. The “chairman” of the Senate must be the Vice President of the United 
States. And so on. In short, against an existing regime of rules, some alterna- 
tive regimes may not be compared (short of exogenous change in the form of a 
constitutional amendment). Constitutionality plays a restraining role on institu- 
tional comparisons much like germaneness plays on policy comparisons. Some 
comparisons are proscribed. l 9  

Second, the relevance of the cyclicity of Q, like the counterpart fact about P, 
may be qualified by the manner in which choice among institutional rules is 
conducted, Specifically, the division and specialization of labor, monitoring ar- 
rangements, and the beliefs, expectations, and degrees of sophistication of in- 
stitutional actors all are relevant here. For example, each chamber of the U.S. 
Congress has a Committee on Rules possessing jurisdiction over rules changes. 
They, in turn, have a chairman, a structure of standing subcommittees, and an 
occasional, specially charged select subcommittee. I shall not here repeat the 
story of the previous section, but it should be apparent that a parallel to the 
structural restrictions on the cyclic P relation exists in similar restraints on the 
cyclic Q relation. This is my first qualification of the Riker objection, even 
granting the inheritability of a cyclic Q relation. 

My second response begins to drive a wedge between choice of policy and 
choice of institutional arrangements, suggesting the latter is not merely an in- 
stance of the former. In the policy game in a legislature like the U.S. Congress 
or a state legislature, to take a prominent example, there is an attitude of live 
and let live. Each legislative agent seeks to obtain benefits for his constituency 
and, even in failure, he can claim credit for having fought the good fight. Each 
agent behaves essentially this way and expects all others to behave similarly. Al- 
though there are some exceptions, the general rule does not impose sanctions 
on those who seek to place the distributive and regulatory powers of the state in 
the service of their constituents. That’s the system. 

Consider, on the other hand, an effort to change the rules. Could turn-of- 
the-century progressive legislator George Norris anticipate no sanctions if he 
tried but failed to reduce the powers of Speaker Joseph Cannon? I hardly think 
so. It is risky to try to change institutional arrangements in a manner adverse to 
the interests of those currently in control. Failure has its consequences so that 
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anyone initiating such attempts at change must weigh the expected benefits of 
success against the certainty of sanctions if he fails. In short, even though some 
legislative majority might prefer arrangement p to the existing arrangement q 
(PQq), efforts to promote p will be damped by the risks of failure. These risks 
would seem not to play nearly so prominent a role in the politics of ordinary 
policy. Thus, the inherited cyclicity of Q may bear less on the instability of insti- 
tutional arrangements than the cyclicity of P is alleged to bear on the instability 
of ordinary policy. 

These contentions suggest that even if Q inherits cyclicity from P, institution- 
al arrangements do not necessarily inherit instability from policy. At any rate, a 
regime of rules may persist over long periods so that it makes sense to refer to it 
as an equilibrium of sorts. It is a congelation that resists change unless a suffi- 
cient amount of heat is applied. 

This view and its supporting arguments concede the truth of the inheritability 
hypothesis, but qualify its force. It is time now to develop a bolder response to 
the Riker objection, which casts doubt on the inheritability hypothesis itself. I 
shall argue that agent calculations about institutional arrangements differ from 
those about policy alternatives. To approach this argument, a brief digression 
on cooperation is necessary. 

Cooperation and Institutional Bargains: A Digression 
Cooperation, as it is technically treated in game theory, entails two promi- 

nent features: (i) preplay communication and correlation of strategies among 
agents is possible, and (ii) agents may enter into binding agreements. Thus, in 
pure economic exchange (Shapley and Shubik, 1967), coalitions are formed 
among traders which are, in effect, binding contracts enforceable through well- 
defined property rights, legal principles (contract law, liability law, torts), and 
enforcement institutions (courts, sheriffs, state attorneys, etc.). In money 
economies, analogously, a coalition forms between a “buyer” and a “seller.” 
Preplay negotiation and strategy correlation- bargaining, haggling, “shopping 
around,” and ultimately striking a deal-are clearly characteristic of such 
phenomena. So, too, is the idea of enforceable agreements (so long as the insti- 
tutions of enforcement are treated as exogenous to the phenomena of ex- 
change). Hence, a cooperative game formulation in which economic exchange 
is modeled as a coalition formation process among traders seems eminently rea- 
sonable because enforcement is left entirely exogenous. 

Communications conditions, while a necessary part of what we regard as co- 
operation, are often the less problematic of the two features given above for co- 
operative formulations. Schelling (1960), for example, has persuasively argued 
and demonstrated that strategic correlation may be arrived at between agents 
implicitly.20 The key, rather, is enforceability of agreements (a point also 
stressed by Schelling). How do agents convince one another that promises 
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made ex ante will be honored ex post? A can promise to trade votes with B 
across two policy issues. But what is to prevent his reneging on that promise af- 
ter he has secured B’s support? 

Clearly, if there were an exogenous enforcement mechanism, like an umpire 
or a court of law whose services were costless to employ and certain to be forth- 
coming, then promises could be made binding. Gains from exchange would 
then be consumated through promises because individual agents would be as- 
sured ex ante of restraints on ex post reneging by their partners. Such is the 
logic (if not the practice) behind the legal enforcement of contract. 

The problem, however, for cooperation among criminals, politicians, or sov- 
ereign nations is precisely the absence of exogenous enforcement (see, e.g., 
Laver, 1982; Taylor, 1976; Wagner, 1983). There are no (or few) exogenous 
mechanisms of enforcement so that cooperation among agents, absent addi- 
tional features to be mentioned in a moment, will normally be truncated in fre- 
quency, scope, and duration. The ex ante prospect of ex post cheating strongly 
qualifies the ability of agents to exhaust gains from cooperation. 

All is not lost. Some cooperation does take place even among politicians, 
criminals, and suspicious states, since some forms of cooperation are self-en- 
forcing. In situations, for example, in which there is repeated play, an agent’s 
calculations about cooperating or cheating at any one play will be affected by 
the impact of current behavior on future plays. Specifically, as Axelrod (1981) 
and Taylor (1976) have argued, an agent will contemplate cheating on an agree- 
ment if the one-time windfall from such behavior exceeds the expected net 
benefit of all future dealings that are jeopardized by the cheating.2’ 

One such mechanism that enables cooperation to occur even in the absence 
of exogenous enforcement is reputation. A reputation for honest dealings en- 
hances one’s ability to enter into new cooperative ventures. Criminals and poli- 
ticians surely understand this logic, which sustains the maxim, “Your word is 
your bond.” Thus, in the example alluded to above, if A reneges on his prom- 
ise to support B’s bill, the prospect of B ever doing business again with A de- 
clines precipitously. Indeed, if A develops a reputation for reneging, then even 
those agents who have never been personally victimized by A will not enter into 
coalitions with him. Similarly, firms develop brand names in order to associate 
virtues of quality, economy, reliability, etc., with their products. 

Unfortunately, self-enforcement via reputation and brand names may not 
provide a sufficiently firm foundation for cooperation.22 First, cooperation 
may be sustained by reputational forces on a bilateral basis between two agents 
engaged in frequent dealings; but it may be insufficient for multilateral cooper- 
ation or intermittent dealings. Thus, a reputation for honest dealings between a 
retailer and his wholesaler or customer, or between two career legislators on 
matters in which each is decisive (“favor-doing”), may be sufficient to allow 
cooperation to transpire. But what of two legislators whose cooperation ex- 
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tends across an election which neither can be certain of surviving? Would A do 
B a favor, at some personal cost or risk, or would the frequency of such ex- 
changes be very high, if he could not count on B’s ability to reciprocate (either 
because B was subsequently defeated for reelection or A was)? Legislative 
scholars like to talk about a system of “generalized IOUs” in contrast to 
specific quid pro quo cooperation in the Congress. The problem with the 
former, and hence the truncated form in which cooperation based on it 
develops, is the events which may intervene to short-circuit exchanges. 

Multilateral cooperation based on reputation has equally troublesome prob- 
lems. The identification of cheaters, free-riding behavior, and problems with 
imposing sanctions (who will do the punishing?) all reduce the efficacy of repu- 
tation as a form of self-enforcement (Laver, 1981). 

A final point about individualistic forms of self-enforcement of agreements 
follows from the difficulty of specifying contingencies. Cheating is not dichoto- 
mous (cheat, not cheat) and there are many forms of opportunistic behavior. 
Legislator A ,  for example, pledges loyalty to his party, except on matters of 
conscience or constituency. But who is to determine when the exceptional cir- 
cumstance has arisen? Or, to give another example, legislator A may agree to 
support B’s bill but subsequently claim that his support was only for a weak 
form of that bill, or for a form that did not contain a particular title, or only 
for a form that included a specific amendment. In short, it is often costly to ne- 
gotiate an agreement that pins down the parties to precise terms which reputa- 
tion can then enforce. 

Weingast (1983) likens individualistic forms of agreement and enforcement 
to a “spot market.” If economic agents were unable to write long-term con- 
tracts governed by exogenous enforcement, they, too, would be limited to spot- 
market transactions. Such transactions are more costly, more limited in scope 
and durability, and generally less satisfactory than alternative ways of doing 
business (the long-term contract being one such way). Williamson (1975), too, 
develops an argument which contrasts the problems of spot-market transac- 
tions, with all the possibilities for cheating, reneging, and opportunism, with 
other forms of agreements (e.g., long-term contracts, franchising, organiza- 
tional integration).’j 

The point here is that, absent exogenous enforcement, the reputational basis 
for enforcement of agreements, is fraught with problems. And because various 
forms of opportunistic behavior are still possible, cooperation based on en- 
forcement by reputation does not exhaust otherwise mutually advantageous ex- 
changes. Some exchanges, that is, which are regarded as beneficial to the coop- 
erating parties, will not take place because of (selflenforcement problems. 

Institutional Solutions to Problems of Cooperation 
I conjecture that the development of political institutions and specific ways 
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of doing things is partly a response to cooperation  problem^.'^ Political agents 
come to a situation and wish to extract as much advantage as they can. But not 
knowing how conflicts will shape up, now or in the future, they develop 
mechanisms which enable positive collective action, on the one hand, but which 
possess aspects of insurance against reneging, opportunism, and other adverse 
circumstances, on the other hand. 

One telling example is the practice, in every legislature with which I am famil- 
iar, of voting the status quo, xo, last. Any bill or motion must survive a “vote 
on final passage,” a “motion to table,” a “motion to recommit to committee,” 
a “proposal to strike the enacting clause,” etc. In terms of my argument in the 
previous section, any bill or motion, however perfected by amendment, must 
be an element of W(x7 if it is to survive as the final outcome. Consequently, no 
amount of strategic behavior, opportunism, cheating, or reneging on promises 
can ever produce a final outcome which makes any decisive coalition worse off 
than they were under the status quo ante.25 Because of this institutional 
practice, some forms of self-enforcement are possible which do not require the 
force of reputation. 

This feature of legislatures permits other insitutional practices to evolve, 
prosper, and survive. Legislators, for example, have differential concerns. 
Some care principally about one bundle of policy dimensions while others are 
mostly concerned about some different bundle. These differences in salience 
suggest the possibility of gains from trade, each group trading off influence in 
one area in exchange for disproportionate influence in the other. One possible 
solution, for example, is the omnibus. Let each set of legislators have dispro- 
portionate influence in molding a proposal in their respective areas of concern. 
But instead of voting each proposal separately, tie them together into a single 
bill composed of distinct sections. Such a solution is, in fact, the predominate 
practice in the U S .  Congress in those policy areas that recur with some regu- 
larity, e.g., the biennial omnibus rivers and harbors bill (see Ferejohn, 1974). 

However, all the problems of spot markets emerge if these exchanges must 
take place de novo at each occasion. Deals struck risk coming unstuck. In 
short, it would seem that, except for those circumstances that recur frequently, 
the omnibus solution is costly to transact and enforce. A more efficient solu- 
tion, still entailing protection against opportunism, is complete decentralization 
via a committee system with the proviso of voting xo last. This is Weingast’s 
(1983) persuasive argument for the emergence of a division-of-labor arrange- 
ment in the U.S. Congress. Each committee may be composed of 
“interesteds,” or Niskanen’s (1971) “high demanders,” and bills may emerge 
from committees without the requirement that they be linked in an omnibus 
(thereby economizing on transactions costs). But the proviso of votingx’ last is 
sufficient to protect every decisive coalition from exploitation by committees. 
If, on the other hand, committees were not merely monopoly proposers of 
policy in a given jurisdiction, but monopoly providers of final outcomes, in 
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which case they need not observe W(x7 as a constraint, then no such protection 
is afforded, and it is unlikely that the strong committee system we observe 
today would ever have developed. 

Decentralization to committee, in turn, permits a kind of cooperation that is 
far more unlikely at the level of atomistic legislators. At the level of commit- 
tees, reciprocity agreements are self-enforcing in a way that they are not at the 
level of individual legislators. Individual legislators come and go; committees 
persist. The identity of the legislative agent from any specific district may 
change; the identity of the decisive coalition on a committee changes much 
more slowly. Thus, the committee system permits reciprocity and other forms 
of cooperation between committees because self-enforcement is more easily 
facilitated. 

Institutions as Ex Ante Agreements 
The argument developed only briefly here is that cooperation that is chancy 

and costly to transact at the level of individual agents is facilitated at the level of 
institutions. Practices, arrangements, and structures at the institutional level 
economize on transaction costs, reduce opportunism and other forms of agen- 
cy “slippage,” and thereby enhance the prospects of gains through coopera- 
tion, in a manner generally less available at the individual level. Institutions, 
then, look like ex ante agreements about a structure of cooperation. 

What is beginning to emerge in this argument is a wedge between choosing 
outcomes and choosing cooperation structures. The latter, chosen in advance of 
policy choice, must be assessed over many policy choices and evaluated over the 
duration it is expected to survive. When legislators in the very first Congress, 
for example, agreed to let the Speaker appoint all select and standing commit- 
tees, the likely composition of no one committee dominated this decision. 
Rather it was the “on average” assessment and was compared to another “on 
average” assessment of the contending alternative (electing each committee). 
Both uncertainty and indifference made appointment by the Speaker appear 
desirable in comparison to a time-intensive alternative.26 

Institutional Survival 
When Riker (1980) describes institutions as “congealed tastes” and “unsta- 

ble constants,” he conjoins opposites: “congealed” and “constants” versus 
“tastes” (known to be cyclic) and “unstable.” Institutions, then, are some- 
thing of a paradox for him. They seem to maintain themselves over short hori- 
zons, but ultimately succumb to the instability they repress. For Sait (1938), 
too, institutions are paradoxical. Strongly conditioned by their environment, 
which changes only slowly, institutions look constant; but occasional abrupt en- 
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vironmental changes, coupled with imitation and diffusion, invest institutions 
with a longer term dynamic undetectable to individuals in the shorter term of, 
say, a human lifetime. 

What is to be made of this paradox? Let me suggest a paradox of my own. 
Suppose institution p leads to a determinate SIE, xp. Then, subject to the 
caveats I have developed in this section about the mechanisms by which institu- 
tions are chosen, p inherits the vulnerability it represses in x,. Since W(xp) # 4, 
a decisive coalition may prefer some other structural arrangement, q, for which 
xq 6 W(xp). Suppose, on the other hand, that p does not lead to a determinate 
SIE.” For example, as I have shown elsewhere (Shepsle, 1979), and Denzau 
and Mackay (1983) have developed further, even when SIEs exist, they rarely 
are unique. Thus, for any institution p ,  the set SIE@) is normally not a 
singleton. Ex ante, then, individuals may be uncertain about what the adoption 
of p implies in policy terms. Their priors will not be as flat as those they would 
attach to pure majority rule, since probabilistic support is concentrated on 
SIE@). But, since SIE@) is a (possibly dense) set, their priors will not be spiked 
either. 

The paradox I propose is the following. A modest amount of uncertainty, 
e.g., about individual preferences, about which element of SIE@) will emerge 
ex post, etc., may be sufficient to congeal tastes about institutions. One such ar- 
gument that proposes this logic is Weingast’s rational choice model of the norm 
of universalism (Weingast, 1979). In distributing some fixed pie by pure ma- 
jority rule, the unstable world of hard ball politics and minimum winning coali- 
tions (MWC) applies. Uncertainty, ex ante, over which MWC will ultimately 
prevail, induces a preference by individuals for a specific, for-certain, sharing 
rule (in the perfectly symmetric case, this is the “rule of l /n”;  see Weingast et 
al., 1981). This sharing rule is a maximal element relative to the set of all shar- 
ing rules and relative to MWC politics. 

At the level of institutional choice, the uncertainty is twofold. Ex ante, p may 
prevail over q because SIE@) is preferred to SIE(q), where the SIE( .) are now 
set over which individuals have prior beliefs. Although I have done no 
analysis, it would be worth inquiring whether the conjecture that Q has 
maximal elements is plausible under various conditions, i.e., whether 
inheritability is short-circuited by uncertainty.28 

There is, however, a second form of uncertainty. A given institutional ar- 
rangement, p ,  however uncertain its outcome implications ex ante, becomes 
relatively better known ex post. While always subject to the vicissitudes of exo- 
genous change-new elections bring a different configuration of preferences to 
a legislature, for example-it may even get stuck on a specific xp 6 SIE@). Now 
the uncertainty equation gets turned around. Will every effective set of agents 
prefer x, to what they would expect (given uncertainty) from some alternative 
institution, q? If  so, then p possesses a stability, even though x, is not 
P-maximal. 
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CONCLUSIONS 

It is difficult to bring this essay to a close on so conjectural a note, especially 
since it, in turn, is based on a more fundamental conjecture. Even though I 
sought to drive a wedge between policy choice and institutional choice, and 
thereby qualify the hypothesis of inheritability, I have accepted the common 
premise of both Riker and Sait that institutions persist in ways that ordinary 
policies do not. The sources of my belief in this premise are the role institutions 
play in facilitating cooperation and solving agency problems, and the restricted 
mechanisms by which institutional change may transpire. I think, however, that 
this premise requires further scrutiny, both empirically and theoretically. 

Are institutional arrangements as stable (relative to policy outcomes) as 
Riker, Sait and I presume? Any brief history of the House of Representatives 
points to particular high-water marks of institutional change: the establishment 
and general use of standing committees, the accrual of powers by the Speaker, 
the establishment of a separate appropriations process, various “legislative re- 
organizations,” etc. But between these high-water-mark events (and frankly, 
even they occur with some frequency) are many “smaller” changes and many 
more failed efforts at change. I suppose we really have not yet found a precise 
scientific language in which to characterize institutions and assess magnitudes 
of change. 

And this is where I leave the discussion. Institutions, I have claimed, by their 
very structure induce an element of stability in policy outcomes that does not 
emerge in the more atomistic world of pure majority rule. I have further pro- 
posed that choices over institutional arrangements, based on ex ante beliefs and 
calculations about cooperation problems, need not inherit the instability of 
preferences over outcomes. Yet I have left vague exactly what it is that consti- 
tutes an institutional practice or arrangement. I have begun the task of charac- 
terizing the “institution space” in my discussion of a division of labor, jurisdic- 
tions, specialization of labor, and rules of comparison and monitoring. These, 
in turn, imply particular practices in the formation of agendas and lay bare the 
strategic character of institutional choice (Shepsle and Weingast, 1981b, 1984a). 
But these hardly constitute a beginning. 
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NOTES 

1. I refer here not to the work on socialization, which is not at all formal, but rather to 
the work on incentive structures and the preferences they induce. See the citations 
in note 24 below on agency theory, as well as the now voluminous literature on 
incentive compatibility and demand-revealing mechanisms. 

2. This discussion is based on Shepsle and Weingast (1981a). 
3. I should mention at this point, as Fiorina and I (1982) emphasized, that there are 

different levels of analysis and hence different degrees of equilibrium. Thus, even 
in the absence of equilibrium of PMR at the level of outcomes, there are other 
equilibrium concepts that exist. Ferejohn, McKelvey, and Packel (1981), for 
example, show that the open agenda process of PMR may be modeled as a Markov 
process with a stationary limiting probability distribution. Under various 
conditions they establish the existence of an equilibrium distribution. In short, 
PMR, lacking a core point in the space of outcomes, possesses a stochastic 
equilibrium in the space of probability distributions over outcomes. 

4. For any set, S ,  a covering of S is a finite collection of subsets C = {a,, ..., uk) such 
that UU, = S. If U, n a, = 6 for every u,, ui E C, then C is a partition of S. 

5 .  For simplicity of exposition, I have written cy and 0 as sets with the same number of 
elements so that, shortly, we can conveniently match the elements of and 0. While 
not necessary, it does permit us to avoid notational nightmares. 

6. Committees existed, but the important decisions werefirst made in the Committee- 
of-the-Whole only after which a bill or resolution was sent to a committee to be 
drafted formally. Moreover, the committees were required to report back, thus 
eliminating any veto power. See Shepsle (1978, chap. l ) ,  Harlow (1917), and 
Cooper (1970). 

7 .  For a game-theoretic treatment of a special version of this-in the form of a two- 
person game between a legislative committee (which picks a motion) and a rules 
committee (which picks a single amendment)-see Shepsle and Weingast (1981b). 

8. As I write, these precise issues are being debated on the front pages of the nation’s 
newspapers. On June 24, 1983, the Supreme Court decided the case of Immigration 
and Naturalization Service v. Chadha, in which it invalidated the “legislative 
veto.” A crucial issue emerging now is how much Congress would have delegated 
(will delegate) to executive agencies or the President if it did not have (no longer 
has) an opportunity for a “second look” and an opportunity to negative those 
exercises of delegated authority of which it disapproves. 

9. W(x) is the majority win set defined earlier by the majority P relation. I remain 
silent on WJx) inasmuch as the ideas below apply to any arrangement by which the 
cy ECY arrange their decision-making rules. 

10. A’ more general expectational model is developed in Denzau and Mackay (1983). 
Also see Enelow and Hinich (1983) for a related development in which expectations 
are probabilistic rather than deterministic. 

11. In Shepsle (1979), I called any XCX for which W(x) = C#J a preference-induced 
equilibrium (PIE) and proved that the set PIE of such equilibria is contained in 
SIE, the set of structure-induced equilibria. 

12. If each ieN is sophisticated, he would not vote to amend y by z ,  even though 
ZE WQ). See Shepsle and Weingast (1984a) and Ferejohn, Fiorina, and McKelvey 
(1981). If, on the other hand, the idV are not (or are constrained from being) 
sophisticated, then the possibility in the text exists. 

13. In the House, for example, bills are perfected a title at a time whereas, in the 
Senate, an amendment to any title is in order at any time. 
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14. For explicitly formal treatments of conventions, norms, and institutions, see Lewis 
(1969), Ullman-Margalit (1978), and Schotter (1981), respectively. Schotter, in 
particular, takes a game-theoretic perspective in which institutions are regularities 
in social behavior that (i) are agreed to by the members of a community, (ii) specify 
behavior in recurrent situations, and (iii) are either self-policed or exogenously 
enforced. 

15. For a more thoroughly modern development of this latter argument, see Alchian 
(1950). 

16. This latter emphasis is experiencing something of a theoretical revival in 
economics. See Nelson and Winter (1982) and Hirshleifer (1982). 

17. To keep matters somewhat concrete in what follows, let me be clear in restricting 
my discussion to formal political and organizational practices, i.e., structural 
arrangements and procedural methods. I shall have little to say about some of the 
things Sait took as institutions, e.g., “private property, slavery, a stratified 
society.” For a treatment similar in spirit to mine of these more macro practices, 
however, see Demsetz (1967). 

18. This is clearly false in general, since we know the “traditional” arrangement with (Y 

= (N) and p = [ E ]  possesses no equilibrium. That is, the existence of SIEs is not 
general and must be established institution by institution. Except for some 
relatively simple settings (Shepsle, 1979; Shepsle and Weingast, 1981a; Denzau and 
Mackay, 1983), there are no general existence results to report. The assumption in 
the text, however, permits me to address matters of equilibrium institutions in a 
deterministic fashon without having to resort to stochastic arguments that would 
be necessitated by nondeterministic outcomes. Shortly, I relax this stricture by as- 
suming that SIEs exist but are not necessarily unique. 

19. In response it might quite correctly be argued that just as an institutional ar- 
rangement may suppress policy cycles, so too a constitutional arrangement may 
suppress institutional cycles. But then, it might further be argued, would not the 
cyclicity of P, inherited by (but suppressed in) Q, in turn be inherited by the social 
relation T over constitutional regimes? That is, haven’t I just pushed the problem 
back still another step? The answer, I suppose, is yes. But for this to be important 
one must continue to maintain that, because preferences are induced from the 
narrow level to the next broader level, choices at each level are essentially the same, 
deriving from the same calculus. Riker has argued that choosing over institutions is 
essentially the same as choosing over policies (since the Pi’s induce Q,’s): “In [this] 
sense, rules or institutions are just more alternatives in the policy space. . . ”  
(Riker, 1980, p. 22). Now the same must be argued about constitutions. I find this 
implausible on its face, but will develop the argument further below. 

20. I should add, however, that communications conditions constitute an important 
aspect of an institutional arrangement- as in rules governing debate and 
discussion. Such rules may enhance or inhibit cooperation by affecting the 
transactions costs of coalition formation. This point is developed at some length in 
Shepsle and Weingast (1984b) in our commentary on an experimental study of 
cooperation by McKelvey and Ordeshook (1984). 

21. The strongest form of sanction against a cheater is that of no future cooperation. 
This requires that agents be able to identify the cheating and the cheater. In 
informationally poorer circumstances, cheating may secure a one-time windfall at 
the risk of someprobability of no future cooperation with the cheater. Laver (1981) 
has pointed out some of the problems associated with punishing cheaters. 

22. This point is developed in more detail in Shepsle and Weingast (1984b). Recently 
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my colleague, Barry Weingast, completed a n  early draft of “The Industrial 
Organization of Congress,” in which he applies principles of the theory of agency 
and the theory of industrial organization to legislatures. This is an outstanding 
intellectual effort from which I have borrowed heavily. 

23. Also see Klein, Crawford, and Alchian (1978). 
24. These are called agency problems in the industrial organization literature. See 

Holmstrom (1979), Jensen and Meckling (1976), Fama and Jensen (1982), and 
Ross (1973), among others. 

25. This provides probabilistic insurance to each individual. In a simple majority rule 
legislature, for example, the odds are better than even, on average, that any 
individual is part of a decisive coalition whose wishes serve to constrain final 
outcomes. 

26. As the slavery issue overwhelmed all others from the 1830s on, so that Speakership 
appointments (especially to  the Committee on Territories) took on  global 
significance, Speakership elections became protracted and bitter, and efforts to 
strip the Speaker of committee assignment authority grew more frequent (see 
Shepsle, 1978, chap. 1). 

27. See note 18 on the nonuniqueness of SIEs. 
28. This orientation equates an institution with a lottery over outcomes, and in- 

stitutional choice with choice among lotteries. This is precisely the view taken by 
Fiorina (1982) in modeling the legislative choice of alternative modes of regulation. 
Some technical results about choice over lotteries is found in Fishburn (1972), 
Shepsle (1972), McKelvey (1980), and McKelvey and Richelson (1974). 
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CHAPTER 5 

THE CYCLES OF LEGISLATIVE CHANGE: 
BUILDING A DYNAMIC THEORY 

Lawrence C.  Dodd 

The subject of legislative change first captured my attention in the summer of 
1975. I was teaching a course on Congress; I had started the semester with the 
theoretical arguments of David Mayhew (1974) and was ending with a review 
of the recent budgetary reforms. As the course drew to a close an exasperated 
student raised two questions: “Mayhew presents a static Congress; why is Con- 
gress changing? Mayhew describes a fragmented Congress; why is Congress 
centralizing? ” 

I had no answer for the student, nor could I find one in the legislative litera- 
ture. Scholars from Wilson (1885) to Huntington (1965) to Polsby (1968) had 
described congressional change and noted its critical implications. Parliamen- 
tary analysts such as Bryce (1924) and Bracher (1971) had treated change-the 
decline of legislatures-as one of the great themes of twentieth century politics. 
And Blonde1 (1973), surveying all contemporary legislatures, had found cycli- 
cal change to be legislatures’ most widely shared characteristic. Yet none of 
these writers provided a coherent explanation of change. 

The questions posed by the undergraduate student had uncovered a major 
flaw in the study of legislatures. The problem did not lie with inadequate meth- 
ods. Legislative scholars had pioneered the use of mathematical models (Fere- 
john, 1974; Fiorina, 1974; Shepsle, 1978), sophisticated statistics (MacRae, 
1970), and participant observation (Fenno, 1966, 1973, 1978; Huitt and Pea- 
body, 1969; Jones, 1961; Oppenheimer, 1974; and Peabody, 1976). The problem 
did not lie in a paucity of data; scholars had abundant access to roll call votes, 
election statistics, and first-hand interviews. Nor was the problem an absence 
of historical research, A solid body of literature existed by the mid 1970s that 
traced the outlines of congressional history in some detail (Bolling, 1965; 
Brady, 1973; Cooper, 1971; Ripley, 1969a,b; Rothman, 1969; and Young, 1966). 

82 
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The problem lay in the absence of theory. The student’s questions-why 
change? why centralization? -demanded explanation, demanded theory. With 
theory the student could understand the movement of Congress from one orga- 
nizational structure to another, and then hypothesize perhaps the emergence of 
a third. With theory legislative scholars could visualize and research the critical 
patterns of change that static analysts might overlook or misunderstand. But 
no theory of change existed to guide students or scholars. 

A decade has now passed since the congressional reforms led my undergrad- 
uate student and others across the country to challenge the static nature of legis- 
lative theory. And today, just as in the 1970s, the creation of a theory of change 
remains an unfulfilled task (Rieselbach, 1984). A growing body of scholars fo- 
cus on the historical research necessary for developing and testing theory (Ay- 
delotte, 1977; Cooper and Brady, 1981). But legislative theory itself remains 
preoccupied with static models that bear little relationship to the turbulent 
change of modern legislatures. 

Against this backdrop the purpose of this essay is to encourage scholars to 
build theories of change. Given the relative absence of theory perhaps the best 
way to provoke such work is to construct a theory. To this end let us first exam- 
ine some major studies on which we can build. 

THE INTELLECTUAL FOUNDATION 

The theoretical work of Anthony Downs (1957), presented in A n  Economic 
7heory of Democracy, provides us a useful starting point. Downs is important 
not so much for what he says about legislatures as for the insights he provides 
into building theories of change. He focuses on the behavior of parties and elec- 
tions in a world that closely resembles a British parliamentary system. Parties 
are goal-oriented teams of members seeking to gain power by winning elec- 
tions. To win the support of the electorate, parties reflect dominant ideological 
positions of voters. As large groups of voters shift their ideological stands, the 
parties alter their policy positions. Such jockeying among parties can alter the 
number and size of parties in the party system. 

Downs’ theory demonstrates that the goals of political actors can shape and 
explain changes in their political behavior. Moreover, micro level motivations, 
such as actors’ desires for power, can shape macro phenomena such as the 
changing structure of the party system. These conclusions suggest that legisla- 
tive scholars, who after all are studying the same politicians as Downs, should 
examine the impact that legislators’ goals have, not simply on elections and 
parties, but on the politics of the institution. Just as a focus on politicians’ goals 
can generate a deductive theory of electoral and partisan change, it may also 
produce a coherent understanding of legislative change. 

Downs’ influence on general legislative theory is seen most clearly in the 
work of David Mayhew (1974). In Congress: the Electoral Connection, May- 
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hew provides us the first full-fledged attempt to build an economic theory of 
legislative politics. He draws his inspiration from Downs’ emphasis on the 
goal-oriented nature of politicians. Mayhew argues that the goals of legislators, 
specifically, their desire for reelection, shapes the structure and functioning of a 
legislature. The effort by members to gain reelection leads to common patterns 
of behavior such as credit-claiming and to the creation of a decentralized Con- 
gress designed to serve members’ reelection needs. 

Mayhew’s work is a major step toward a general legislative theory. Unfortu- 
nately, his theoretical strategy suffers from two shortcomings (Dodd, 1978). 
First, the book contains a logical flaw. In order for Mayhew to explain the exis- 
tence of mechanisms such as the Rules Committee that keep Congress function- 
ing, he argues that legislators receive side payments of power for service on 
these committees; these side payments induce members to serve on such com- 
mittees even though service may limit their opportunity to pursue their reelec- 
tion interests. The reelection motive by itself cannot account for the existence 
of these committees and thus fails to explain fully the organization of the legis- 
lature. A second problem, as noted above, is the static nature of Mayhew’s 
Congress. He develops no argument to explain how or why the legislature may 
change. 

These theoretical shortcomings should not mask the great contribution of 
Mayhew’s work. Early efforts such as this to build a theory are bound to have 
conceptual and logical flaws; but the effort itself is a vital part of a process of 
theory building that will span several generations of scholars and explore many 
dead-end paths. The important point is that Mayhew directs us to a potentially 
fruitful strategy for studying legislatures: linking members’ goals to institution- 
al politics and structure. He also identifies an argument, the emphasis on reelec- 
tion, that undoubtedly has widespread applicability in the legislative world. 

Mayhew’s work was published almost simultaneously with Richard Fenno’s 
pathbreaking study of congressional committees (Fenno, 1973). Fenno’s empir- 
ical work directly addressed the central problems of Mayhew’s theory. Whereas 
Mayhew focused on one narrow goal, Fenno introduced three goals: reelection, 
policy, and influence. Members pursue these by serving on committees that fa- 
cilitate one or another of the goals. These findings suggest that legislators may 
in fact create different committees to serve these different career goals. An ex- 
planation of the structure of the committee system and thus of Congress must 
incorporate all three goals. 

Fenno’s analysis also suggests that a certain hierarchy of goals may exist 
among members. While Fenno does not develop the topic himself, the move 
from reelection to policy to influencing committees parallels an increase in the 
average seniority of committees’ members and in the power and prestige of 
committees (Rieselbach, 1973; Smith and Deering, 1984). These patterns sug- 
gest that legislators may share some very general goal such as power that they 
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pursue through orderly stages of career advancement, moving from a reelection 
to a policy to an influence stage (Dodd, 1977). The pursuit of power then 
would be the underlying factor determining the type and relative status of com- 
mittees in the legislature. 

Fenno’s second contribution was to link legislators’ goals with organizational 
change. This development comes in his exploration of the House Post Office 
Committee. In the postwar years, Fenno argues, the members of that commit- 
tee pursued a reelection goals so avidly-by raising civil service pay while keep- 
ing postal revenues low-that they undermined the fiscal integrity of the postal 
service. Their continued pursuit of the reelection goal eventually produced a fis- 
cal crisis; in response, Congress stripped the committee of its jurisdiction and 
created a postal service commission. The uninhibited pursuit of members’ 
short-term goals had crippled the committee’s capacity to perform responsibly 
and had forced Congress to change the committee’s role. 

The tension evident in Fenno’s micro-level analysis of the Post Office Com- 
mittee is writ large in the ambitious work of a fourth scholar, Joseph Cooper 
(1975, 1976). Cooper argues that a key way to see legislatures and legislative 
change is from an organizational perspective (see also, Davidson and Oleszek, 
1976). Whereas Fenno sees tension between the individual and a committee, 
Cooper sees tensions involving the individual, the overall legislative structure, 
and the legislature’s external environment, These tensions shape and constrain 
the individual’s career development and thus the sort of structure and process 
he supports for the legislature. 

Of the scholars discussed here, Cooper is the one for whom legislative change 
is really a major issue. Cooper is particularly concerned with macro change. 
Just as Downs is interested in changes in macro level phenomena (shifts from a 
two party to a multiparty system, for example), Cooper is interested in know- 
ing why a legislature may change from a party dominated to a committee based 
structure. Cooper reminds us that our real explanatory task is to explain the in- 
stitution itself: its broad patterns of organization, behavior, and change. We 
will possess an incomplete and unreliable understanding of legislative behavior 
until we can explain how the general structure and processes of the legislature 
shape the behavior of its members. 

A similar concern with macrolevel analysis is reflected in the growing re- 
search into congressional realignments (Brady, 1978; Carmines and Stimson, 
1985; Sinclair, 1982; and Sundquist, 1973). Key (1955) and Burnham (1970) 
saw realignments as the critical engines of electoral change; the students of 
congressional realignments see them as critically connected with policy 
decisions in the legislature. Such scholars demonstrate, for example, that the 
coming of realignments may be preceded by sustained shifts in the legislature’s 
policy outputs. They also show that a realignment itself may produce policy 
changes in the legislature. 
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These studies invite us to look closely at the interconnection between elec- 
toral and institutional change. They suggest, first, that we explore the institu- 
tional consequences of realignment. When a realignment brings new members 
and a new policy agenda into the legislature, for example, it may generate pres- 
sures for the legislature to reorganize so that it can better meet members’ career 
goals and process their new policy proposals. 

Similarly, consider the observation that policy shifts in the legislature fore- 
shadow the coming of realignment. These patterns suggest that the legislature 
itself may play a role in the genesis of realignments, with the policy actions or 
inactions of the legislature fostering electoral upheaval. The research conducted 
by students of congressional realignment, though still at an early stage, could 
have important implications: realignments may arise from a legislature’s inter- 
nal politics and then spark change in the legislature itself. 

This emerging concern with realignment reflects an increased attention to 
historical research on legislatures. The pathbreaking analyses of Bolling (1965), 
Huntington (1965), Polsby (1968), Ripley (1969a,b), and Young (1965) have 
brought to our attention the existence of different historical eras with very dif- 
ferent patterns of organizational behavior. A second body of scholars (Bullock, 
1972; Fiorina, Rohde, and Wissel, 1975; Kernell, 1977; King, 1981; Loomis, 
1982; Price, 1975; and Rohde, 1979) stress the critical impact of careerism on 
legislative behavior. A third theme, seen in the work of Blondel (1973) and 
Sundquist (1981), is the cyclical nature of change. Legislatures tend to experi- 
ence long periods of decline followed by short periods of resurgence and orga- 
nizational reform. 

Together these empirical and theoretical studies are moving toward a general 
theory of legislative change. They exhibit a common focus on the career goals 
of legislators (Downs, Fenno, and Mayhew). The goals shape the organization- 
al structure and behavior of the legislature (Cooper and Mayhew). Yet legisla- 
tors’ pursuit of personal goals also may be in conflict with the maintenance of a 
viable decision-making process (Cooper and Fenno). 

The consequent inability of the legislature to make responsible policy deci- 
sions can foster societal crisis (Bolling, Huntington, and Sundquist), provoke 
party realignment, and thereby alter the legislature’s policy agenda and organi- 
zational structure (Brady and Sundquist). Tension between members’ personal 
goals and their broader environment thus can reshape the fundamental opera- 
tion of the legislature (Cooper). The resulting change tends to be cyclical in na- 
ture (Blonde1 and Sundquist). 

BUILDING A CYCLICAL THEORY 

The foregoing studies fit together in a suggestive way, pointing toward a the- 
ory of change. The key missing element is a proposition that can pull the discus- 
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sion together into a structure of reasoned and logical argument. Such a propo- 
sition can be found, I suggest, by treating legislators as power seekers whose 
preoccupation with career advancement undermines the policy- making integri- 
ty of the institution. 

In what follows, I develop this proposition into a theory of change. The 
theory begins with a micro-level discussion of legislators’ goals and career cy- 
cles. It then details the impact of this micro-level behavior on the legislature at 
a macro level, focusing on the progressive emergence of fragmentation, realign- 
ment, and reform. The conclusion to the essay considers the empirical applica- 
tions of the theory. 

Legislative Goals and the Career Cycle 
Let us assume that a politician enters a professional legislature to gain policy- 

making power. He enters a legislature in which all formal decision making is 
collective and based on formal equality among members. The legislature’s rules 
establish the procedures and work groups through which policy is created and 
approved. These rules give special resources to a limited number of members 
who are to lead and coordinate the activities of the legislature. These resources 
are highly valued because they allow such members to have special power in 
policy making. 

Career advancement is the process whereby legislators gain mastery over the 
resources that are necessary for this exercise of power (Muir, 1982). To become 
a successful power wielder, a legislator must exercise mastery of four types of 
resources: those associated with reelection, policy development, institutional in- 
fluence, and organizational control. The quest for policy-making power is thus 
an extended pursuit of legislative mastery. 

Legklative Goals and the Stages of Mastery 
The development and exercise of mastery follows a certain natural order. A 

member first must ensure his reelection; the realization of all other goals de- 
pends on this goal. As a result, the newly elected legislator must focus extensive 
attention on reelection politics, gaining the resources and learning the skills that 
best nurture his security in his district (Fenno, 1978; Jacobson, 1983). 

As the legislator gains mastery of reelection politics, his concern necessarily 
turns to policy making: advocating and presenting specific policy proposals. 
Policy making is an immediate concern in part because it is so closely linked to 
constituent concerns-to fulfilling specific promises (Clausen, 1973; Kingdon, 
1973). It is also important, however, because it provides the legislator with the 
knowledge and experience he needs before he can address broader societal 
problems and before he can gain legitimacy in the eyes of the legislators whom 
he seeks to influence and lead (Matthews, 1960). 
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With reelection and policy-making mastery, the legislator can turn his con- 
centration to influence over the members and control of the organization. In- 
fluence, the ability to persuade and bargain effectively with legislators, is gener- 
ally required before a legislator has the support to win a position of organiza- 
tional control. Influence will come as a member gains leverage over resources- 
campaign funds, information, constituency appropriations- that other mem- 
bers want. Control of the organization means authority to appoint members to 
the legislature’s work groups, to schedule debates and votes on bills, to rule on 
parliamentary conflicts, and to regulate policy debates. Such control allows a 
legislator to shape the policy agenda and policy decisions of the legislature (Sin- 
clair, 1983). 

Legislators gain these four types of mastery primarily through membership 
and service in political parties. The resources of the legislature, such as staff, 
office space, and committee positions, are allotted to the parties according to 
their majority or minority status, with the majority party receiving a greater 
than proportional share. Each party distributes its resources in accordance with 
a well-established body of rules and norms. These rules and norms regulate the 
availability of the different types of resources. 

Since the goal of each party is to govern, each seeks to use its resources to 
build a large group of supportive legislators who can help it gain and exercise 
institutional power. As a result each party spreads its reelection and policy re- 
sources widely, hoping to ensure members’ electoral security and their satisfac- 
tion with the party. Yet precisely because a party seeks to govern, it must ensure 
that party leaders can coordinate the party’s members and pursue the party’s 
general interests. Thus party rules and norms create a small number of influ- 
ence and control resources that generally go to long-term members who are 
knowledgeable, loyal, and electorally secure. 

The rules and norms of legislative parties thus create a hierarchy of resources 
which parallels the goal hierarchy of members. Each party’s quest for power 
leads it to distribute reelection resources widely among its members, followed in 
progressively smaller amounts by policy, influence, and control resources. Par- 
ty rules thus create a set of resource stages that are similar to and reinforce the 
four stages of mastery. A complete legislative career will begin by focusing on 
reelection mastery, both because of the legislators’ personal desire to solidify re- 
election and because the rules and norms of the legislature guide new members 
toward reelection activities. The legislators’ goals and the legislature’s resource 
structure then focus him progressively on policy making, organizational influ- 
ence, and organizational control. 

Movement from one career stage to the next generally requires a congruence 
between goals and resources: legislators must both want to achieve new goals 
and have access to the necessary resources before a new stage of mastery can be 
pursued effectively. The development of organizational mastery thus may in- 
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volve tensions and frustrations, particularly when legislators pursue organiza- 
tional goals but are denied access to appropriate resources. Such tensions are 
inherent in legislative life. 

Organizational Resources and the Career Cycle 
In a highly professional legislature, where a large proportion of the members 

seek long-term careers, the rules and norms restrict the availability of organiza- 
tional resources and thus hinder rapid career advancement. While numerous re- 
election and policy-making resources are normally available so that most legis- 
lators can realize their early career aspirations, influence and control resources 
are limited in number and restricted primarily to more seasoned legislators. Be- 
cause a large number of careerist legislators compete for a relatively small num- 
ber of highly desirable resources, the career path, or career cycle, that legisla- 
tors desire falls far short of the career cycle that they actually experience. 

The legislators’ desired career cycle is shaped by their aspirations to gain leg- 
islative mastery as early in their careers as possible. Otherwise the vagaries of 
electoral politics or the organizational success of other legislators may deny any 
one member his opportunity for power. The amibitious legislative profesional 
thus seeks the desired career cycle illustrated in Figure 1. He wants to move 
rapidly through the stages of career development, spending a short and concen- 
trated amount of time gaining skills and resources necessary to master each 
stage. The bulk of his career can then be spent in the exercise of policy-making 
power. 

In actual practice, the professional legislator spends the bulk of his career not 
in the exercise of mastery but in its pursuit. The rules and norms of the legisla- 
ture control resources and severely limit the availability of influence. Such re- 
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FIG. 1. The desired career cycle. 
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sources generally are possessed by senior legislators whose electoral and organi- 
zational mastery ensures their long-term reelection to the legislature and to its 
positions of power. Young and midcareer legislators thus face a long struggle in 
their pursuit of valued resources. 

Figure 2 illustrates the actual career path a professional legislator will experi- 
ence. While the legislator may move rapidly through the reelection stage and in- 
to the policy stage, owing to widespread availability of resources, legislators 
then are caught in a midcareer stall that diverts them from influence and con- 
trol; rather than a career focused on broad policies they spend the bulk of their 
time concerned with narrow and middle range issues, always under the 
influence and control of the more advanced careerists. 

The basic message of Figure 2 is that the core of a professional legislator’s 
career will be spent in frustration. Experiencing such frustration, younger and 
midcareer legislators will necessarily seek ways out of their predicament- ways 
to speed up their career advancement. The most obvious and direct way is to 
change the rules of the legislature and make the desired resources more avail- 
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FIG. 2. The actual career cycle. 

able to the less senior members. The consequences of such efforts are clearest if 
we examine legislators’ behavior beginning with the creation or reorganization 
of a legislature. 

Career Goals and Organizational Fragmentation 
Let us assume that a legislator enters a professional legislature with a large 

group of new professionals at a time when the legislature is reforming. A signif- 
icant aim of this organizational reform is to strengthen the governing capacity 
of the legislature while securing the broad career interests of its members. The 
reforms create numerous reelection and policy resources to serve the large ju- 
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nior contingent. They establish a relatively limited number of influence and 
control resources to meet the career needs of the senior legislators and the coor- 
dination and leadership needs of the insitution. 

A new legislator will have few initial quarrels with this distribution of re- 
sources: it readily fulfills his reelection and policy-making interests. But as the 
new legislator, his cohorts, and succeeding classes seek access to the stages of in- 
fluence and control they face a more difficult circumstance. The career ad- 
vancement of the new generation is hindered by the limited number of available 
resources and by the dominance of senior legislators. To end their shared frus- 
tration and gain desired resources, these junior and midcareer legislators use 
their collective voting power and pass reforms designed to spread resources 
more widely among all members. 

Over time, the legislature will experience the organizational fragmentation 
pictured in Figure 3 .  The period immediately following the creation or reorga- 
nization of the legislature will witness very little fragmentation. The new orga- 
nizational structure and the career interests of legislators mesh fairly well. But 
with the aging of the new generation, the legislature will witness a steady rise in 
fragmentation, with the junior and midcareer legislators using their growing 
numbers to pass the necessary reforms. The fragmentation process, however, 
will not occur in identical ways through all segments of the legislature. 

0 

TIME 

FIG. 3. The pattern of legislative fragmentation. 

Countercyclical Fragmentation Among Work Groups 
The general pattern of fragmentation in Figure 3 is a composite of the specif- 

ic patterns that characterize the diverse work groups of a legislature. When we 
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characterize groups such as legislative committees according to the primary ca- 
reer goal they serve, we see the more complex fragmentation patterns of Figure 
4. As this figure indicates, the pattern of legislative fragmentation will differ 
dramatically among different groups. 

The move toward fragmentation occurs primarily in those work groups 
where new and midcareer legislators exist in large numbers, work groups which 
are most concerned with reelection and policy making. It is in these groups 
where a sufficient number of frustrated legislators exist to force the creation 
and redistribution of resources. Unable to move out of these work groups, leg- 
islators will attempt to use these groups and their resources as surrogates for the 
influence and control resources they lack. 
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FIG. 4. The pattern of work group fragmentation. 

The continued presence of legislators preoccupied with influence and control 
means that reelection and policy-making work groups will increasingly disinte- 
grate over time. Their membership will be concerned with an incompatible mix 
of goals that undermines the work groups' capacity to establish coherent deci- 
sion rules and perform their allotted tasks. The breakdown of such work 
groups, and the spread of their resources among uncoordinated individuals, 
makes it difficult for the majority party to maintain control of the electoral and 
policy making resources of the legislature. 
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The process of organizational change is quite different among the influence 
and control groups. Few early and midcareer legislators serve on such groups; 
thus it is difficult to reform the groups from within. Attempts to reform such 
groups from the outside are equally difficult because the senior members can 
use their parliamentary power to stop the passage of reforms through the legis- 
lature. In the fight against outside interference the members of these work 
groups may actually develop greater group cohesion. 

Fragmentation and Crhh 
Over time, then, work groups within a professional legislature experience a 

countercyclical pattern of change. Those groups most open to new and mid- 
career legislators, the reelection and policy groups, should fragment extensively. 
The groups most dominated by the advanced careerists, the influence and con- 
trol groups, will fragment least and possibly centralize somewhat in their effort 
to offset the reformist assaults. The bulk of the legislative organization, the re- 
election and policy-making groups, thus disintegrates over time while the gov- 
erning groups may actually experience increased integration. 

The various groups direct their attention not toward working with each other 
but toward working against each other. The result is a breakdown in the 
mechanisms for coordination and leadership of the legislature. As the decision- 
making capacity of the legislature declines, the legislature increasingly loses its 
ability to make policy and govern. Severely immobilized, the government will 
have difficulty performing its most basic and seemingly routinized functions. 
Such extensive immobilism will generate or exacerbate serious national crises 
and set in motion a period of electoral upheaval. 

The Institutional Genesis of Party Realignment 
The foregoing patterns of fragmentation and policy immobilism are gener- 

ated by the organizational ambitions of legislators. Members’ success in their 
power quest rests on the ability of their party to provide them scarce legislative 
resources. The party’s ability to provide such resources is tied to its effective- 
ness in gaining and maintaining control of the legislature. 

In a two party (or two factional) setting, which we will assume here, the par- 
ty that gains the attachment of the largest number of voters becomes the long- 
term governing party. The minority party continually challenges the governing 
party and is prepared to take power if the public loses faith in the government’s 
performance. The performance of the governing party rests in part on how well 
organized the legislature is to make policy decisions. The fragmentation of a 
legislature, thus, can have substantial convequences for the electoral fortunes of 
the majority and minority parties. 
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The Majority Party 
The most obvious impact of legislative fragmentation is on the majority par- 

ty, particularly the party’s perceived performance. Because fragmentation im- 
mobilizes policy making, it limits the party’s ability to fulfill its promises to the 
public. And because immobilism ultimately fosters societal crisis, it undermines 
public confidence in the party’s ability to govern. Legislative fragmentation 
thus cripples the majority party’s performance and erodes public support for 
the party. 

Ironically, legislative fragmentation has a somewhat opposite effect on the 
immediate fate of majority party incumbents. As fragmentation undermines 
the capacity of the majority party to coordinate legislative resources, it in- 
creases the autonomous control that junior and midcareer party members have 
over resources, particularly those connected with reelection and policy making 
(Sundquist, 1973, 1981). This individual control of resources increases the 
capacity of majority party incumbents to engage in constituent services and 
strengthen their reelection chances (Fiorina, 1977). Fragmentation thus aids the 
reelection of majority party incumbents and may actually increase their mar- 
gins of victory 

In a fragmented legislature the apparent electoral strength of the majority 
party incumbents hides the party’s increasing vulnerability and weakness. Be- 
cause the party lacks coordinated control of its own resources, it can neither 
create a record that will elect its candidates nor provide campaign assistance to 
the candidates who could use it most effectively. The party’s legislative majority 
depends on incumbents who are attractive for their constituent service rather 
than their policy views. Yet such legislators are particularly vulnerable when 
periods of extreme national crisis allow strong minority challengers to stress the 
overriding importance of the nation’s policy problems. 

The Minority Party 
The experience of the minority party is quite different. The minority party 

lacks control of the legislature. Before minority legislators can gain extensive 
legislative resources, their party must win a legislative majority. To do so mi- 
nority party members must focus their attention primarily on nurturing the 
electoral and policy success of the party (Jones, 1970). Minority party members 
thus will protect the cohesion of the party and oppose moves to fragment the 
organizational resources that it does control. Only after the party gains secure 
majority party status will party members focus their primary attention on per- 
sonal competition for resources. 

The cohesion of the minority party gives it an increasing electoral advantage 
as the legislature fragments. It can coordinate the electoral resources that it 
does possess within the legislature, utilizing those resources in the manner best 
designed to expand the party’s delegation in the assembly. It can coordinate 
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policy-making resources to create a coherent and visible party program that 
presents an image of party unity, policy competence, and governing capacity. 
Such a policy image, publicized by a well-coordinated and well-financed body 
of candidates, generates public support for the party and its legislative team. 
Minority party incumbents thus can win in increasing numbers (Cook, 1980; 
Light, 1980). 

The General Pattern 
During the period of fragmentation, then, the two parties follow very differ- 

ent paths. The majority party experiences an apparent increase in the security 
of its incumbents accompanied by a largely unseen decline in the public support 
for the party itself. The minority party members experience an increase in the 
electoral performance of its members accompanied by a growth in the party’s 
public support. As incumbent security increases, and as the parties converge in 
the degree of public support they enjoy, the growth in legislative fragmentation 
leads the legislature deeper into policy immobilism and crisis. 

The coming of severe national crisis provides the minority party a golden op- 
portunity. The crisis highlights the inability of the majority party to govern ef- 
fectively and encourages the public to voice its hidden discontent with the party. 
It also encourages normally inactive citizens to participate in politics and op- 
pose the governing party. Such political upheaval casts a shadow over the elec- 
toral future of the majority party and encourages ambitious junior politicians 
to join the minority party. These attractive candidates then can mount effective 
campaigns on a nationwide basis by attacking the policy failure of the majority 
party and by dismissing the value of incumbent’s constituent services in the face 
of national crisis. 

The nationwide challenge by the minority party uncovers the underlying vul- 
nerability of the majority party and produces its massive electoral defeat. The 
great fall of the majority party is not the result of sudden displeasure on the 
part of voters. The public had long ceased to identify with the majority party. 
The great fall occurs because the electoral strength of the party or dominant 
faction was more apparent than real, resting on incumbents who also were 
open to defeat when seriously challenged (Mann, 1978). The national crisis ac- 
tivates serious challenges, leading the public to throw the old rascals out, and 
gives the governing mandate to a new party. 

We can talk, then, of the institutional genesis of electoral realignments, The 
fragmentation of the legislature leads to the rise of policy immobilism, a de- 
crease in majority party support among voters, and the eventual national crisis 
that activates electoral upheaval. The electoral upheaval brings to the legisla- 
ture a new majority party dedicated to new policy solutions. It also brings into 
majority status new legislators concerned with career advancement. 
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Organizing to Govern 
Upon gaining majority status, the victorious party confronts the central 

dilemma that undercut the former majority party: it must organize the legisla- 
ture so that it can govern effectively. In approaching this task, the party inherits 
the fragmented legislature created by the outgoing party. This organization can 
cripple the new majority party just as it undermined the governing capacity of 
the old party. Yet the severity of the national crisis demands immediate policy 
changes and allows little time for elaborate organizational reforms. 

During the early days in power, the new majority party offsets legislative 
fragmentation by drawing on two distinct advantages. It possesses a relatively 
cohesive party organization within the legislature because it avoided extensive 
fragmentation when in the minority. In addition, the new party majority con- 
tains a large number of new legislators preoccupied with reelection and policy 
advocacy and not yet concerned with using resources to exercise influence and 
control. The party thus can govern effectively despite a fragmented legislature. 
It can move rapidly to end the crisis of immobilism. 

Soon the honeymoon ends, however, and the new majority party faces the 
dilemmas of governing. The legislators elected during the realignment upheaval 
gain mastery of reelection and policy-making resources. They increasingly pur- 
sue the numerous resources available in the fragmented legislature and use 
these resources to gain influence and control. The capacity of the party to lead 
and coordinate its members declines, and within two to three elections the legis- 
lature experiences renewed immobilism (Patterson, 1977). 

Policy immobilism after realignment is even more difficult for the legislature 
to resolve than before. The new majority party is hesitant to deny its members 
the legislative rewards for which they worked so hard while in the minority. The 
party members, concerned with their personal career success, fail to connect the 
policy failures of the party with their pursuit of personal power. The new party 
thus embraces the politics of fragmentation and watches its governing mandate 
flounder. Seeing the legislature stifled even with a fresh infusion of new mem- 
bers and new ideas, public disenchantment with legislative decision making 
grows. 

Legislative immobilism and the public disillusionment invite the executive to 
usurp the policy-making power of the legislature in order to break policy im- 
mobilism and end the national crisis. The executive initially succeeds because 
the legislature is too fragmented and disorganized to oppose it effectively and 
because many members of the legislature and the public see executive interven- 
tion as necessary to save the republic. As the executive attempts to consolidate 
power, however, legislators come to realize that the institution is on the verge of 
permanently losing its governing power. Such a loss would make members’ re- 
sources and status in the legislature worthless. The legislators support for the 
strong executive thus turns to fear and opposition. 
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Executive intervention demonstrates to legislators that they must strengthen 
the legislature if they are to save their personal power. They respond by reduc- 
ing fragmentation and creating a more coherent decision-making structure. 
With the reformed structure in place, the new majority party is now prepared 
to govern until career frustrations lead its members to fragment the legislature 
once again (Dodd, 1977). 

The Organizational Cycle: An Overview 
The thrust of the foregoing argument can be summarized in one phrase: pro- 

fessional legislatures are characterized by an organizational cycle. The struggle of 
legislators for career advancement leads them to press for a fragmentation of 
legislative resources. This fragmentation eventually cripples the governing capac- 
ity of the institution and requires members to reorganize it along more coherent 
lines. During such cycles the legislature passes through six stages (Figure 5 ) :  

Stage one: organizational stability 
Stage two: fragmentation 
Stage three: immobilism and crisis 
Stage four: 
Stage five: interventionism 
Stage six: reorganization 

electoral upheaval and realignment 

This organizational cycle and the six component stages results from the internal 
politics of the legislature and the effect that such politics has on elections and 
the broader governing process. This cyclical perspective provides scholars with 
a theoretical framework they can use to explore legislative change in a more sys- 
tematic manner. 
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FIG. 5. The organizational cycle. 
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CONCLUSIONS 

The value of this theoretical framework depends primarily on its ability to 
help us explain changes in legislative behavior. A test case is the legislative re- 
forms of the mid-1970s. The prospect that the Congress would centralize itself 
seemed farfetched to legislative scholars during the postwar years. Legislators 
preoccupied with reelection would necessarily create a decentralized structure in 
order to maximize their ability to play constituent politics. They would never 
create a centralized policy process that could confront them with unpopular 
policy decisions. 

The decisions in the 1970s to strengthen party leadership and create a new 
budget process proved otherwise. The budget procedures, in particular, built 
difficult policy choices into the annual roll call votes in Congress. These re- 
forms thus confronted legislative theorists with a challenging task, to explain 
why a professional legislature of reelection-oriented careerists would enact re- 
forms that could complicate their reelection. The theory of cycles provides such 
an explanation. 

Careerist politicians are drawn to legislative service, the theory argues, not 
primarily for job security. They are attracted by a desire for policy-making 
power. Reelection is an essential component of the quest for power. But long- 
term reelection is in itself rather valueless without power. Members thus must 
maintain the fundamental policy-making integrity of the institution if their 
career advancement is to provide them with personal power to make policy. 

Throughout the postwar years, the members of Congress pursued their needs 
for reelection and personal power by fragmenting the committee system and 
eroding the integrity of the policy process (Dodd and Schott, 1979). They failed 
to understand that the value of personal power depends on the capacity of the 
institution to govern. The resulting policy immobilism on issues of civil rights 
and social welfare provoked the 1964 realignment that produced the Great So- 
ciety (Burnham, 1970; Sundquist, 1973; Carmines and Stimson, 1985). Yet the 
coordination and funding of the new policy agenda soon ran afoul of a highly 
fragmented Congress. The national government, attempting to pursue social 
and military spending that Congress could not coordinate, faced a growing fis- 
cal crisis (Ellwood and Thurber, 1977; Schick, 1980). 

The fiscal crisis provided the executive with a ready-made justification for 
usurpation of congressional power: the argument that Congress could not coor- 
dinate spending in a responsible manner. Richard Nixon embraced this argu- 
ment to justify unconstitutional impoundments of domestic appropriations 
(Fisher, 1975). His intervention demonstrated to legislators the institutional and 
personal price of single-minded careerism. Legislators had crippled the pro- 
cesses of leadership and coordination in Congress much as Fenno’s Post Office 
Committee members had destroyed the policy-making integrity of their com- 
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mittee. Post Office Committee members lost their prized jurisdiction; under 
Nixon, members of Congress reformed the policy process just in time to defuse 
presidential cooptation of the budget. 

The centralizing reforms of the seventies thus illustrate the explanatory value 
of the theory. But the theory should fit this case, if no other, since it was created 
in response to these reforms. The more interesting question is whether the 
theory can actually be generalized beyond the Congress of the seventies. Can it 
explain congressional change in earlier decades? Can it explain the widespread 
pattern of cyclical change among other professional legislatures? 

The U.S. House of Representatives, as the world’s best-researched legisla- 
ture, offers us an opportunity to address these questions. In the House the seri- 
ous growth of legislative professionalism began with the ending of the Civil 
War. By 1885 Woodrow Wilson could argue that the struggle for power and re- 
sources within the House was a central influence on legislative politics. He em- 
phasized the acquisition of resources, particularly committee resources, as a 
major concern of the members. He also recognized the inherent tension be- 
tween a central party leadership and fragmented committee politics; he saw this 
tension as shaping the ongoing life of the institution. 

From Wilson’s day to the present time this struggle for power has fostered 
fragmentation, crisis, and reform (Bolling, 1965; Huntington, 1965). Fragmen- 
tation in the late nineteenth century centered on the committee system, which 
grew by approximately 50% in size from the 1860s until the reforms of 1920. 
From 1920 to 1946 congressional fragmentation centered on the proliferation 
of a variety of special committees and subcommittees, a process reversed by the 
1946 Legislative Reorganization Act. And from the early 1950s to the early 
1970s, the committee system experienced a growth in the number and autono- 
my of standing subcommittees and subcommittee chairs. In each of these peri- 
ods we witness roughly similar sequences of change in which fragmentation is 
followed by realignment (1890s, 1930s, 1960s) and then reorganization 

Our faith in the theory is reinforced by the patterns of countercyclical change 
that we see in the postwar House. The theory argues that reelection and policy 
work groups should fragment to a much greater extent than influence and con- 
trol groups; this is precisely the pattern that emerges when we examine the re- 
election (constituency), policy, and prestige committees identified by Smith and 
Deering (1984). From the mid-1950s to the early 1970s, for example, reelection 
and policy committees increased by approximately 50% the average number of 
members holding committee or subcommittee chairs. By contrast, the more 
prestigious influence and control committees, such as Appropriations and 
Rules, experienced no increase in members holding chair positions; the power- 
ful Ways and Means Committee fragmented only with the party reforms of 
1974 (Rudder, 1977). These patterns conform to the expectations of the theory. 

(1910-1920, 1946, 1970-1975). 
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Micro-level patterns in the House likewise correspond to the general expecta- 
tions of theory. Career cycles in the House are seen in such empirical patterns as 
the tendency of junior and senior legislators to concentrate on different elector- 
al strategies (Fenno, 1978; Parker, 1984) and on different types of committee 
and subcommittee assignments (Smith and Deering, 1984). The linkage be- 
tween career aspirations and organizational structure is shown by the long-term 
tendency of the House to fragment as the proportion of careerist members 
grows (Huntington, 1965; Polsby, 1968). And the linkage between career frus- 
tration and fragmentation is shown by the organized efforts of disadvantaged 
groups such as House liberals in the 1950s to gain personal power and policy in- 
fluence by pursuing decentralized reforms (Stevens, Miller, and Mann, 1974). 

The history of the House thus suggests that the theory has broader relevance 
than the reforms of the 1970s. In the long term, I hope that the theory also will 
prove applicable to other legislatures besides Congress. While congressional 
politics provided the theory’s stimulus, its analytic arguments are not necessari- 
ly restricted to Congress. Just as Downs could build a general electoral theory 
by starting with assumptions that resemble British politics, so legislative schol- 
ars may find clues in the study of Congress that unlock a general legislative 
theory, The trick is to discover in Congress phenomena that professional legis- 
latures have in common and to build on this discovery a general theory that is 
applicable to them all. 

The common phenomena I identify is the existence of ambitious career legis- 
lators with deep frustrations over the maldistribution of institutional resources 
(Loewenberg and Patterson, 1979; Schwarz and Shaw, 1976). To the extent that 
such legislators are present, the concepts and hypotheses of this theory should 
apply to any legislature. The fragmentation of the British House of Commons 
over the last 15 years, for example, would seem a possible consequence of the 
frustrations that a growing number of career members have with the limited re- 
sources available to them (King, 1981). Likewise the historic immobilism and 
cyclical restructuring of the French parliament can be analyzed from the per- 
spective of career ambitions and frustrations of parliamentarians. 

The theory thus identifies an extensive research agenda for scholars of pro- 
fessional legislatures, pointing them to such little explored phenomena as goal 
hierarchies, career cycles, career frustration, cyclical and countercyclical frag- 
mentation, policy immobilism, and organizational reform. It also introduces 
hypotheses that address some of the most important unanswered questions of 
electoral and institutional analysis, not only the impact of careerism on institu- 
tional change, but the impact of institutional structure on policy immobilism, 
incumbent security, and electoral realignment. 

The answers offered by the theory are necessarily tentative: there are too 
many gaps in empirical knowledge and theoretical logic for me to argue the 
theory’s general validity. But the theory does provide a foundation, one streng- 
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thened by support from the work of Downs, Mayhew, Fenno, Cooper, and oth- 
ers, on which scholars can build. 

Empirical efforts to build from this theory will require scholars to modify 
and interpret the theory before they apply it to a particular legislature. Parlia- 
mentarians may be more likely to seek positions in cabinet ministries and party 
committees, for example, than in standing committees. Parliamentary frag- 
mentation thus may be more adequately measured by examining the cabinet 
ministries and party committees than the standing committees. Similarly, policy 
immobilism in a multiparty parliament may not generate an American-type re- 
alignment because the electorate may find it difficult both to determine the par- 
ties responsible for policy failures and to identify the viable governing alterna- 
tives. The realignment that occurs may come in the parliament itself as mem- 
bers fundamentally restructure the parliament’s governing coalition. 

Efforts at empirical application also require additional developments in the 
theory itself, one of which I will mention in closing. The cyclical theory treats 
the legislature’s external environment as constant unless the internal decisions 
of the legislature alter it. In real life, of course, the external environment does 
change quite independently of a legislature’s decision. New technologies can 
arise, a war can erupt, an international depression can occur, all unprovoked by 
the legislature. 

Such external change can alter the policy problems of a society and confront 
the legislators with demands to create a new legislative structure designed to ad- 
dress the new policy problems. The legislators themselves, however, have their 
careers deeply enmeshed in the old structure and may be unwilling to alter it 
substantially (Davidson and Oleszek, 1976). Reforms pressed by external 
groups, after all, are primarily designed to help the groups pass their desired 
policies rather than promote the resources and power of legislators. 

This tension between external and internal forces is absent from the cyclical 
theory and could pose great problems for it. External groups, for example, 
could force legislators to reform at the “wrong” time in terms of the predic- 
tions of the theory. Likewise, legislators could refuse to reform and challengers 
with “new ideas” could defeat them, thereby causing electoral upheaval and re- 
form that come out of sequence with the theory. 

These and other scenarios indicate that theorists must consider closely the in- 
teraction of external and internal factors (Strom and Rundquist, 1978). For 
myself, I believe that the two dimensions can be integrated into an even richer 
cyclical theory in which the organizational cycle remains the core pattern of 
legislative change and external factors determine how extensive the process of 
change will be. Such a theory would explain why some cycles experience greater 
fragmentation that others, why some realignments are more policy oriented, 
and why some reforms actually transform legislatures into new policy-making 
bodies (Dodd, 1985). 
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CHAPTER 6 

PRESIDENTIAL. A N D  EXECUTIVE STUDIES: 
THE ONE,  THE FEW, A N D  THE MANY 

Bert A. Rockman 

In a lengthy review article, lamenting the state of scholarly progress in the field 
of presidential and executive studies, Anthony King offered the view that the 
existing literature was scant, mainly descriptive and atheoretical, composed 
mostly of rehashed essays rather than original research, and evocative only of 
political rather than scholarly controversy (King, 1975, p. 173). A more recent 
and exceptionally well-done review of the subfield by Joseph Pika (1981) notes 
that while we have made some improvement on the empirical side, we are 
lacking commensurate progress from a theoretical standpoint. This is so be- 
cause, according to this contention, conceptualization of the field of study has 
been inadequate and insufficiently systemic. 

We have been preoccupied, so Pika argues, with a relatively narrow range of 
problems “focusing on the presidential person and his political fortunes” (p. 
32). All “nonpresidential” variables have been poured through a “presidential 
filter.” To see the president as the exclusive object of study, it is argued, is inevi- 
tably limiting, and leads neither to interesting theoretical questions, nor to care- 
ful explication of methodological and normative assumptions. 

Reviewing a subfield inevitably raises the obvious question, What are we 
doing? There are, however, two additional questions that any review of a sub- 
field should address. One is, How well are we doing? The second is, Why are 
we doing it? The first suggests some kind of standard or yardstick by which to 
calibrate “progress,” though such imagery can be more ruinous than revealing. 
I will return to this issue a bit later and more or less persistently. The second 
question, however, is foremost. What is it we want to know about government 
and politics that a focus on executives can help us to answer or to puzzle anew, 
and why should we want to know it? This last question is both breath-taking 
and heart-sinking. 
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My primitive assumption about why we study the executive is that it helps us 
to grapple with issues of governability, just as study of the legislature helps us 
to grapple with issues of representation. Further, my assumption is that we 
study the chief executive because we expect this to be a central source of politi- 
cal leadership, especially so in the case of the U.S. presidency. 

My focus here is on the presidency, though by implication also, other chief 
executives and accordingly other executive officials. As a review, it is a selective 
one, omitting regrettably many works of stature and of value. In rough order, I 
first discuss briefly why we cannot, and should not, avoid linking the study of 
the chief executive to normative questions about political leadership. Second, I 
also briefly set forth my understanding of the terms “science” and “theory” 
and relate these to the state of the subfield. With these preliminaries in hand, I 
want to focus, thirdly, on the theoretical assumptions and scientific possibilities 
of three types of presidential studies- those focusing on the officeholder him- 
self (the one), those focusing on interdependencies with other elites (the few), 
and those focusing on broader societal or mass interdependencies (the many). 
Finally, I offer some comments regarding the role of, and paths to, the study of 
the chief executive. 

Political controversy engulfs the study of the presidency. Presidential studies, 
after all, are at the vortex of issues dealing with the shape and functioning of 
the political system-of both the possibilities and limits of political leadership. 
So it could hardly be otherwise. Controversy is inevitable because we lack a 
consensual notion of how the presidency ought to function. Despite the dim 
prospect of attaining such a consensus, we do urgently need to clarify the prem- 
ises we hold as to how the presidential role should be fulfilled, for how we think 
the role should be fulfilled also illuminates the model of governance we hold. 
Studies of the presidency, therefore, must be driven in part by concerns that are 
fundamentally political-philosophical. 

NORMATIVE ROLES FOR THE CHIEF EXECUTIVE 

What kind of role should the president play? How should power be exer- 
cised, and for what purposes? These qustions, it is fair to say, have been debat- 
ed for two centennia. Their answers, a skeptical observer might claim, are de- 
pendent upon the officeholder himself and the extent to which his “plans” are 
coincident with the observer’s. A less cynical but equally contingent interpreta- 
tion, advanced by Erwin Hargrove, suggests that our interpretations of the 
leadership role of the president are greatly conditioned by the times, and in this, 
“we necessarily study ourselves and our own beliefs about power and purpose” 
(Hargrove, 1973, pp. 819-821). 

Some writers have advanced bold, if not always precise, ideas as to what the 
leadership role of the president should be. James MacGregor Burns, almost 
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two decades ago, proclaimed the need for “exuberant leadership” deriving 
from a responsible party alignment and strong “party leadership” in the White 
House (1963, pp. 323-340). Neustadt (1980); seeing little likelihood that such 
a party alignment would develop in the foreseeable future, instead emphasized 
the skill factor in the presidency. What sort of person with what kinds of in- 
stincts ought to inhabit a role that is both constrained in power and yet the ex- 
pected source of effective leadership? Such a person would have to be possess- 
ed of a keen nose for power and willingness to seek opportunities for exercising 
it. Leadership, in brief, would have to come from a president with instincts for 
power. For these instincts would have to serve in lieu of more potent tools of 
governance. Yet in seeking power in this way, it has been argued that the ends 
to be served are essentially more self-aggrandizing than promoting of the public 
good (Burns, 1978, pp. 385-397; Cronin, 1980, pp. 119-142). 

A different view of the office, however, places less stress on the leadership 
function, and more on the legitimating function. The main (or at least a princi- 
pal) task of the president is to ensure the legitimacy of the political system, its 
institutions, and his office. Leadership is bargaining, but bargaining that is duly 
respectful of other power centers in the system. Necessarily, this view diminish- 
es emphasis on “the great man” as president. (Wildavsky, 1975; Ceasar, 1978, 
1979; Polsby, 1977; Greenstein, 1982). In a system of shared power but separ- 
ate institutions, this view celebrates the president who can instill trust in the 
system and its institutions through the moderation and intermediation of 
conflict. Such a president would seek accommodations and not avail himself of 
all opportunities to heighten his profile or maximize his advantage. He would 
be inclined to take small steps rather than leapfrog over points of opposition. 
Inevitably, though, an important question raised by such a model of the presi- 
dency is whether he, or his governance (two linked yet separable matters), 
would be effective, and if not effective, could trust be produced? 

Yet another perspective treats the chief executive as neither engineer or con- 
scious accommodator, but mostly as a frequently harried decision maker spora- 
dically attentive to matters that cry for a response (March and Olsen, 1976, 
1983). To borrow a felicitous phrase, governing, in this view, is more like gar- 
dening than engineering (March and Olsen, 1983, p. 292). Putting this a bit 
differently, since government does numerous things, no overall rational plan to 
give coherence to the numerous things is apt to be attainable (Rose, 1976; 
Peters, 1981; March and Olsen, 1983). “Attention is a scarce resource,” and 
“the core reality [in governing] is the organization of attention” (March and 
Olsen, 1983, p. 292). Such a focus contrasts quite spectactularly with the larger 
visions of coherence, design, and attention to be found in macro-level theories 
of political leadership and governance. From this perspective, the idea of mean- 
ingful action is, in a word, meaningless. Only in the long run can a change in 
symbols affect the short run problematics of attention, in which case these im- 
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plications take us beyond government to broader social forces and technologies, 
A further perspective on the relationship between leader and leadership is of- 

fered by Valerie Bunce (1981a,b). Bunce combines intention and environ- 
mental forces. Changes in the chief executive, Bunce demonstrates (1981 b), 
rather universally bring forth substantial changes in the direction of public ex- 
penditures, suggesting that political change is substantial as well as rhetorical. 
Her analysis restores our faith that intentions have effects. The logic of this 
relatively uniform pattern is to extend our search for the causes of this initial 
burst of nonincremental policy change beyond variability in the leaders them- 
selves. The process of leadership change rather than the leaders themselves is 
her focus, and the dynamics of that process her explanation. 

To presidency scholars, the first group of works, which emphasize, however 
differently, the leadership and accommodative roles of the president, is familiar 
territory, employing familiar language, focusing on the system at the macro 
level, and operating with familiar assumptions about the role of the of- 
ficeholder and the beliefs and values that influence his behavior. The second 
group, which emphasize limited attentiveness, organizational complexity, and 
relatively uniform recurrences, is less familiar and more alien to traditional 
ways of thinking about presidents as autonomous and purposeful actors. 

Puppet or puppeteer? Refractor or director? These are vintage questions in 
the study of political leadership (Searing, 1969). What should the role of the 
president be? This is, I believe, another way of asking what should the role of 
governing be: to reflect and refract or to lead and direct? Such questions are 
wrestled with by scholars belonging to the first group. But what the role of the 
president can be turns also not just on what we want government to be, but 
what governing can be. These questions are focused on by scholars in the se- 
cond group, Taken seriously, these are all hard questions to answer. Yet, how 
we answer them is linked closely to core assumptions in studying the presi- 
dency. Clearly, we need to be conscious of what our first order assumptions 
about political leadership and governing are, and where they lead us in terms of 
conceptualizing the role of the president in the American system. 

Empirically valid theories are, however, a necessary abrasive by which to test 
the consistency of these assumptions. Yet there is a widespread consensus that 
few such theories exist of much relevance to the presidency, or to executives 
more generally; that we have at best cosmological speculation, journalistic tid- 
bits, and theoretically unconnected description. To be certain, there are 
difficulties attendant to data generation in presidential studies, but far more in 
gaining a basis for scientific analysis and even more attached to theory 
building, a term that I use here to mean a linked network of empirically derived 
and valid generalizations. Such problems are obviously central to the status of 
science and theory in presidential-executive studies. 
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SCIENCE, THEORY, AND PRESIDENTIAL-EXECUTIVE STUDIES 

One way of measuring scientific progress in a field of inquiry is to judge the 
amount of uncertainty reduced by theoretically developed generalizations 
arising from explanations of regularly recurring events or behaviors. Despite 
our stress on this ideal, it is questionable that science achieves such linear 
progress. Indeed, if “progress” is measured in this manner, our path will no 
doubt be a tortuous one. 

Not all knowledge is scientific, at least as I am about to define that word 
here. Much of what we know about the presidency as an institution and about 
particular presidents is the result of research (and some simply the result of 
ideas) that cannot meet the strict tests of scientific method. In my view, this fact 
alone grants it no higher or lower status. I dwell on the scientific mode here 
only because of the Rodney Dangerfield syndrome that presumably afflicts the 
study of the presidency-the belief that “there is a lack of respect for research 
on the presidency” (Edwards, 1981, p. 146). 

Science, simply put, is a method of reality testing requring knowledge to be 
public, therefore explicit, therefore precise in order for it, and the conditions 
under which it has been obtained, to be evaluated. By this definition, certain 
ancillary characteristics follow. The first of these is precision in meaning; the 
second is operationalization; the third is quantitative, more properly statistical, 
procedures of analysis; the fourth is experimental or quasiexperimental (the lat- 
ter meaning properly specified multivariate) techniques of analysis so as to 
remove confounding influences from real ones, to assess the relative magnitude 
and form of potential influences, and to set forth a structure of explanation. 
Overall, like the rest of political science, more quantitative work on the presi- 
dency is being done, particularly in the “joints” between the president and 
legislative elites, and especially between the president and public opinion. 

Note, however, that my strict definition of science does not include theory; 
the latter being drawn from, and consistent with, scientific evidence, but not 
necessarily produced by it. It is (or has been) a commonplace assumption that 
the more science we have, the more likely this is to lead to unifying theoretical 
development (Shull, 1979, p. ix). A key assumption here seems to be that we 
have the essential structure of the puzzle and need only to fit the pieces 
together. 

I do not want to linger too long over this point. I want only to argue that bet- 
ter science does not equal better theory despite the usual assumptions linking 
the two? Science is frequently messy and conditional because it is essentially 
controlled description. Pretheory, whether axiomatic or casually stated, is 
cleaner but untested. Any theory drawn from a limited range of empirical ob- 
servations is often overgeneralized or incautiously specified, which is the state 
of most of what we call “theory” in political science. 
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Both King and Pika urge us to do more comparison, to extend both our tem- 
poral and spatial horizons. And I agree we should, indeed, must. But it does 
not follow from this that we will have more unifying propositions. Indeed, it is 
quite conceivable that our initial simple ideas will become more impure as we 
expose them to further observations. 

This is not to say, of course, that we should cease trying to find appropriate 
points of spatial and temporal comparison, to find what is stable and what is 
volatile. Nor is it to say that we should cease efforts to theorize. It is, however, 
to say that we are apt to have slivers of explanatory theory focused on explain- 
ing a relatively narrow range of patterns that are themselves often unstable. 
The implication of this point is that better science should enable us to test 
elements of our theories more readily than to help us constitute new ones. The 
tests themselves, of course, are conditional, a feature we sometimes forget. In 
this respect, the subfield is little different from the rest of the discipline, which 
is to say relatively kaleidoscopic. Just when we think we have found the concep- 
tual apparatus to apprehend newly discovered “facts,” we often find the power 
of the apparatus diminishing. In this view, “science” and “theory” are not so 
much congenial allies, the one naturally produced from the other, as they are in 
a continuous state of tension. As in other maturing fields of inquiry, we are led 
to wonder, are we knowing more and comprehending it less? And beyond this, 
how does what we know link to normative perspectives on governance and the 
role of the chief executive in it? 

The selective review that follows reflects a relatively traditional way of think- 
ing about the chief executive. Thus we analyze the person (the one), 
interdependencies with other elites (the few), and interdependencies with 
broader publics (the many). Indeed, this scheme of organization, however, 
commonsensical it now seems, owes much to Richard Neustadt’s Presidential 
Power (1980). For Neustadt’s analysis remains, whatever its flaws, the closest 
thing we have in the literature on the U S .  presidency to a general theory. 

THE ONE: ANALYSES OF THE PRESIDENT 

At the core of studies of individual presidents is the simple idea that people 
do make a difference in how the office is conducted, and that obviously there is 
variability in the people who have held the office. In some ways, the data base 
for studying individual presidents is growing as presidential archives are en- 
riched. Yet in other ways, it is also subject to the criticism of “softness” regard- 
ing capacities to operationalize data. Evidence usually is based on biographical 
materials, narratives of events, and cases of decision making. Moreover, 
analyses of a single individual are sometimes idiosyncratic and theoretically 
casual, while analyses that do compare individuals are prone to dress up prefer- 
ential judgements in sleek analytic garb. Biographical and archival work on 
individuals, lacking a formal scheme for codifying and selecting material, inevi- 
tably is subject to much scholarly interpretation on the selection of relevant 
evidence and rules for drawing inferences therefrom. 
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Analyses of the role of the individual in the presidency focus on three points: 
(1)  the style of leadership employed; (2) the psychological disposition of the in- 
dividual; and ( 3 )  the process of selection. These are connecting links and, for 
the most part, in studies focusing on variation among individual presidents, all 
of these focal points are threaded together. This we see in Figure 1,  where the 
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FIG. 1. Selection, disposition, and leadership style among presidents. 

links are drawn more fully. Studies focused on leadership style typically empha- 
size points e and d i n  the figure, often arguing back from pointfas evidence of 
the worthiness or limits of these styles. Usually, they will proclaim the import- 
ance of points a, b, and c to the emergence of “effective” leadership styles. But 
points e and dare  the real focus. Analyses of the leader’s psychology, however, 
look mainly at point a, using points d and e as evidence to buttress how it is that 
a becomes behaviorally relevant. Finally, studies of the selection process focus 
on point c, typically claiming that c influences the probability that persons with 
only certain experiential attributes b and personality-tempermental characteris- 
tics a will be selected, and this, in turn, will increase the probability that individ- 
uals with a given repertoire of skills (d) will come to office and behave in a 
given range of ways (e ) .  

Leadership Style 
If the importance of a book is judged by the extent to which other scholars 

pay it continued attention over the years, Neustadt’s Presidential Power is un- 
doubtedly still the magnet that holds together so much of the research literature 
on the presidency. The main components and emphases of the book are well 
known, and still a source of both reference and controversy whenever one 
speaks of how the presidential role should be fulfilled. The book, however, 
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spins off, if implicitly, numerous hypotheses (disguised as assertions) such that 
it has created whole research enterprises within the larger body of presidential 
studies (Wegge, 1981). Neustadt’s impressionistic discussion regarding the link 
between political prestige and presidential influence in Washington has 
spawned a spectacular increase in studies (if not clear conclusions) on the 
subject. Although a number of Neustadt’s impressionistic assertions do not 
hold up well under documented evidence, for example, those regarding the time 
in the term during which the president is apt to be most influential (Light, 1981, 
1982) or the extent to which the presidential staff by its proximity is a 
controllable presidential resource (Heclo, 1981), the book has been a gold mine 
in producing ideas to be more systematically evaluated. 

However, when Presidential Power was first published in 1960, the features 
most seized upon were the apparent prescriptions for presidential behavior. 
While there is no avoiding the prescriptive nature of Neustadt’s analysis-the 
astute political entrepreneur required for an active and effective presiden- 
cy-the parts of the book that are best and require virtually no revision are 
those setting forth the Madisonian logic of the institutional framework. Not the 
separation of powers, Neustadt says, but separate institutions sharing power. 

This theme, the individual versus the system, is, in fact, the distinguishing 
feature of Neustadt’s analysis. How does a president bring his influence to bear 
so as to advance his goals in a system resistant to the straightforward advance 
of any singular set of goals? 

The theme of the interrelationship between leadership style and the political 
system is developed in other case and biographical analyses, most notably J. M. 
Burns’ study of Franklin Roosevelt (1956) and Fred Greenstein’s work on 
Eisenhower (1982). Whereas Neustadt sees a president, of necessity, having to 
live by his wits alone in a system not readily conducive to his aspirations, Burns 
sees the leadership role as a careful balance between adherence to role impera- 
tives and the transformation of role structures so as to alter the parallelogram 
of forces in society. On balance, Burns actually demands far more of the 
leadership role than Neustadt. For where Neustadt sees entrepreneurial mani- 
pulation within a given set of role parameters as all that can be maximally ex- 
pected, Burns (1978) contends that such an expectation is too limiting, that the 
ultimate test is a transformation of environmental forces. 

Burns and Neustadt each hold a view, however, that is in accordance with an 
active presidential role at the “head” of a government busily engaged in direct- 
ing social change. Neither seems to question much the limitations of this 
“director” model of presidential governance. Each is interested in overcoming 
the natural proclivities of the American system, these being resistant to central 
direction. 

Greenstein’s sketch of Eisenhower as president, however, produces a very 
different model of presidential conduct, but also a more contingent one. Here, 
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Greenstein focuses on the idea of leadership as legitimation, and the president 
as selective activist and purposeful delegator rather than continually interven- 
tionist and programmatic leader. The arts of organizational politics in which 
Eisenhower presumably was steeped engender the style of indirection and the 
appearance of delegating responsibility. Although Greenstein was not the first 
to take note of these political abilities in Eisenhower (Wills, 1970), he amplifies 
them fully into a theory of political leadership not so much at odds with, as 
merely distinct from, the more aggressive and directing forms identified with 
Neustadt and Burns. 

In this regard, Greenstein notes that no single model of leadership is appro- 
priate; that any model is a function of the objectives a president wishes to 
achieve. The special virtue of the Greenstein analysis, whether one agrees with 
all of its particulars or not, is to rescue the model of presidential leadership 
from an exclusive focus on the mythologized presidency of Franklin Roosevelt 
(with John F. Kennedy thrown in from time to time as a prospective FDR cut 
short). There being no one model of presidential leadership but rather alterna- 
tive models contingent upon objectives, these objectives may be devoted to im- 
portant, if unglamorous, purposes, ones that often minimize a president’s acti- 
vist profile. Thus, one recent study of the McKinley presidency extensively cites 
Greenstein’s analysis of Eisenhower as a model for rescuing the reputations of 
less glamorous presidents (Latcham, 1982). Finally, Greenstein shows us that 
concern for relatively formal organizational procedures and staffing, matters 
which suffer from malign neglect in Neustadt’s analysis, can be relevant to ef- 
fective decision making. 

No one, of course, can conclude from inquiries into leadership style that the 
person in the office is the most important feature of a president’s successes or 
failures, words that brim with subjectivity. But that the person holding the of- 
fice is the most interesting and controversial element in the assemblage of fac- 
tors that account for successes and failures is reasonably certain. The subject 
matter is soft, though, and rarely can be quantified in ways that are sensible. 
Formal content analytic schemes can bring forth some rigor in terms of stand- 
ards of evidence, but by themselves (problems of validity aside) do not resolve 
the problem of selectivity in the use of evidence, which boils down essentially to 
a sampling problem. Moreover, formal coding schemes are often very abstract 
and unlikely to be useful in detailing the nuances of leadership style, i.e., the 
problem of validity. In the absence of clear, operational criteria for judgment, 
however, words used in praise of one president well thought of by the writer of 
them are sometimes perceived as applying equally well to presidents perhaps 
not so well thought of by the writer. Traits Neustadt used to describe Kennedy’s 
willingness to absorb facts and resist ex parte advocacy, for instance, could 
equally well have been applied, using less laudatory language, to Carter 
(Rockman, 1980). 
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Two problems are of even greater centrality, however, in being able to 
predict leadership style. One is the problem of defining criteria in selecting 
those likely to produce desirable leadership characteristics. The second is the 
problem of connecting stylistic factors to policy making in a more theoretically 
developed way. 

As to the first problem, Neustadt postulates (at least in the initial edition 
before these issues became further obscured) that presidents would have to be 
recruited from a tiny pool of professional politicians of extraordinary tempera- 
ment. Although “professional politician” in the United States is not an unam- 
biguous tag, it is clearer than “extraordinary temperament.” Such tempera- 
ments, arguably, have been lacking in those recruited to the presidency, wheth- 
er professional politicans or not, since Franklin Roosevelt. The possible excep- 
tions granted in Neustadt’s terms were Kennedy (whom he liked, whatever his 
actual level of accomplishment) and Johnson, whose temperament was indeed 
devastatingly extraordinary. 

If professional politicans, by their trade, cannot assure us of having “the 
right stuff,” we also have a similar problem with generals, just in case we might 
think Eisenhower’s craft to have been well suited as a training ground for the 
style of political leadership he produced. Between Washington and Eisenhower 
only one general, Andrew Jackson (with a leadership style much unlike Eisen- 
hower’s), could be considered a success in the presidency. And Jackson was at 
least a hybrid-military officer and professional politician. In short, we are 
pretty well mystified in coming up with criteria more systematic than the corns 
on our feet for selecting someone with “the right stuff.” 

As for the second problem, to be sure, Neustadt, Burns, and Greenstein all 
give us some clues as to how the presidents they examine act as policy makers. 
But at this point, they are just that-clues. Although there is no denying that 
very complicated operational problems arise when we try to systematize presi- 
dential policy making styles, Lloyd Etheredge (1 978) tries to link temperamen- 
tal characteristics of several presidents, secretaries of state, and other foreign 
policy elites to predictions about their orientations to the international political 
system. Cottam and Rockman (1984) attempt to link features of a president’s 
psychological style (his policy attentiveness and policy thinking) with features 
of his organizational style to predict the extent to which specific criteria in 
policy making (in this case, foreign policy making) are apt to be met. Very ma- 
jor analytic and empirical problems lie in the path of such attempts, but if 
presidents are worth studying as leaders, they are surely worth studying as poli- 
cy makers. 

Psychological Disposition 
Another body of work that is focused on the president as individual empha- 

sizes psychological makeup and early socialization. There is, to be sure, 
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inevitable overlap with studies primarily focused on the president’s leadership 
style, for this body of work also tries to explain (or starts from) particular 
presidential behavior traits. The focus here, however, is more on the president’s 
personality than his political psyche. 

The study of personality is clearly a tricky business, even more so, in my 
estimation, than style. In focusing on it, we are seeking consistent patterns of 
behavior (indeed, maybe seeking them out) and an essentially prepolitical ex- 
planation for them. On the whole, this genre of analysis tends to look at 
presidents as disasters on their way to happen, or if they have happened 
already, why they could be traced back to earlier personality deformations. The 
intractable character of Woodrow Wilson’s stances reflect, in the Georges’ 
account (1956), a need to demonstrate his commitment in the face of concerns 
about his own worthiness; a need to prove himself, to constantly test himself 
while craving for, and anxious about, self-respect. The result was inflexibility, 
ultimately producing great policy and personal disaster. 

Now, let us listen to what Betty Glad (1980) has to say about Jimmy Carter: 
“Strong reactions to criticism and potential failure suggest that underneath 
Carter’s self-confidence he suffers , . , from fear of not being worthwhile’’ (p. 
502). Later, “His negative reactions to opposition and criticism sugest that he 
may have trouble learning from his mistakes’’ (p. 504). And, “his anxiety is 
based on the assumption that being less than perfect is terrible indeed” (p. 
502). At one level, the problem is that for all of the apparent similarities in the 
psychological makeup of Wilson and Carter, their behavior in office by all 
accounts was often opposite. Whereas Wilson refused to bend, Carter was 
thought to be infirm and protean. 

The train of linkages from generalized personality formation to presidential 
behavior is an exceedingly long one. If similar personality types can behave dif- 
ferently, then the obverse probably is also true; that is, different personality 
types can behave similarly. Another, less generous, way of putting this is to 
ask, do we begin with behaviors we find faulty (or praiseworthy) and then work 
our way back to a reconstructed logic of personality development that is consis- 
tent with (though not necessarily causative of) them? 

Alexander George’s critique (1974) of James David Barber’s much cele- 
brated work on presidential character (1972) makes two points that reflect my 
own unease with the genre. First, to what extent do the deeper psychological 
patterns cohere to fit exclusively with a particular type of surface or phenome- 
nological behavior? Second, to what extent, given the inevitable richness of evi- 
dence that one might look for, is it likely that we quite naturally would be 
inclined to emphasize dominant features of the case that accord with the presi- 
dential behavior being examined? 

Although presidents and candidates for the presidency can exhibit persistent 
traits of behavior that are worth paying attention to, causal attribution based 
on the construction of inner psychological needs and dynamics may be excess 
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baggage. If similar inner psychological needs can produce different symptoms 
of behavior, then of what worth is it to devise explanations based on inner 
psychological drives? I suspect only at the outer margins are we apt to see pat- 
terns so clear that we could predict a behavioral outcome from them given the 
proper behavioral opportunities. Such behavioral patterns, the Georges’ 
thought, were there in the case of Wilson (George and George, 1956); Barber, I 
believe, thought that to be so in the case of Nixon. 

In his critique of Barber, George (1974) distinguishes between “scientific” 
and “policy” uses of characterological analysis, fearing that we may move 
from the unfinished product of the former to the dogmatic application of the 
latter. George seems to be suggesting that a specific syndrome of behavior, ap- 
parent in other roles as well, must be specified before links can be drawn. I am 
more inclined to think that we might see a pattern of behavior more evidently 
than be able to explain it in either a non-ad hoc or nonreductionist way. To the 
extent, it seems, that we have borrowed from psychoanalytic and clinical 
theories, we also have borrowed their frailties. 

The problem of sorting out meaningful patterns in a person’s life is a dif- 
ficult, though not impossible, task. Explaining, and predicting from, these pat- 
terns is even more uncertain. This is one instance in which I think we are apt to 
be better off focusing our attention on those patterns relevant to the conduct of 
the office. The ways in which presidents and aspiring presidents organize 
themselves for dealing with politics and policy are more focused and politically 
relevant, though perhaps less interesting than their inner turbulence or serenity, 
their sibling and familial relations, and their drives to achieve perfectability or 
fulfill their mother’s aspirations for them. If we are to borrow psychological 
tools to understand presidential behavior, I suspect, but cannot definitively 
conclude, that more benefits will be derived from those of cognitive, organiza- 
tional, and social psychology than from psychiataric premises. 

A somewhat different twist can be found in Bruce Buchanan’s book, The 
Presidential Experience (1978). Buchanan asks not how does one shape the of- 
fice, but how does the office shape its holder? In some ways, his analysis ac- 
cords with (but of course is not responsible for) the numerous cliches that 
abound regarding the burdens imposed by the office on the visibly deteriorating 
countenance of the president. Briefly, Buchanan sees an overload of expecta- 
tions and too little sharing of responsibilities; a view that, without the psycho- 
logical overtones, is shared by Aaron Wildavsky (1976). Rather than emphasiz- 
ing the right person, Buchanan entertains options for how the presidency (as 
well as the political system and the society) may be reformed so as to reduce 
some of the worst impact it has on its incumbents. In the end, however, lacking 
faith in the likelihood of his “solutions” being adopted, he concludes that we 
probably will have to search for those who seem well balanced to begin w;;h. 
Whether one finds his conclusion satisfactory or not, the virtue of Buchanan’s 
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analysis is that it suggests that emphasizing “industrial psychology” is apt to be 
as useful for looking at persistent patterns (problems?) of presidential behavior 
as emphasizing the person is for looking at how those patterns might vary. 

The Selection Process 
How can we select presidents who are both temperate and competent? How 

can we, simply put, select presidents who are apt to be successful by whatever 
reasonable criterion we employ? The answer, despite a good bit of inveighing 
to the contrary, is pretty simple. No one knows. 

Much particularly has been made of nomination processes, their change over 
time, the lesser role that professional politicians have played in the process and 
the effects on a president’s ability to navigate effectively. A few things are 
certain, of course. Since the days when nominees were selected by the congress- 
ional caucus, most everything about politics, its organization and channels of 
participation, have changed. Particularly over the last decade (with some 
modest reversal now within the Democratic party), the process of nomination 
has reached outward via the expansion of presidential primaries and party 
caucuses, putatively lessening the role of traditional power brokers at the party 
conventions while expanding the role of mass elements and ideological activists. 
The result, it is thought, are nominees who owe nothing to their party, are fre- 
quently unfamiliar with party stalwarts and with Washington in general. Above 
all, therefore, such presidents (or nominees) are apt to be unconcerned with 
their party except as a tool of convenience. They are apt to be immoderate, iso- 
lated, and/or ineffective. 

The basis for this perspective can be found in a number of works (Polsby 
and Wildavsky, 1980, pp. 210-286; Wilson, 1962; Kirkpatrick, 1976; Ranney, 
1975), but it has been eloquently distilled and argued by James Ceasar (1978; 
1979; 1982). The evidence on behalf of this accumulation of assertions, 
however, is remarkably scant. Presidents of varying quality, in fact, have been 
chosen by a variety of schemes. In some instances, party stalwarts have been 
willing to dump their peers overboard to find someone more attractive. The 
Democrats’ effort to entice Eisenhower, who hardly could have had many ties 
with political leaders, and dump Truman in 1948 is a classic case. On the other 
hand, without “public” voice in the nomination process (however smaller then 
than now), it is highly likely that the Republican nominee in 1952 would have 
been the stalwarts’ favorite, Taft, rather than Eisenhower. The point is not that 
one system is overwhelmingly superior to another but, instead, that from the 
standpoint of producing “good” presidents- whatever the term may mean- 
the null hypothesis is fundamentally correct. 

If anything, there is a modicum of evidence to suggest that the standard 
litany of characteristics, cited above in the critique of recent developments in 
the selection process, are negatively related to quality in presidential perfor- 
mance. This would not surprise Lord Bryce, of course, who argued that for the 
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party it was better to have a good candidate than a good president (1881, p. 
108). Using Barber’s typology, Michael Nelson claims that presidents in the 
postreform era seem to be psychologically better fit than those selected in the 
prereform era (1982, p. 103), whatever the validity one may attach to that ob- 
servation. Ironically, as well, though it was the McGovern nomination that 
brought about a reaction to the reforms, it was the candidate of the (at that 
time) nonreformed convention (Nixon) who brought disaster to the presidency. 
Certainly, to the extent that stalwarts under the old system were to select 
candidates experienced and wise in the ways of political life, one would think 
that experience in government should be positively related to reputational 
success. Alas, no such relationship exists except to the extent that a congress- 
ional career is inversely related to success in the presidency (Rockman, 1984). 

Any search for the candidate (and president) with the right ingredients is 
shrouded in mist because what we think the right ingredients are, as well as who 
it is we think embodies them, is a highly subjective matter. Yet, it is important. 
For what we are looking for in a president and in a selection process should 
bring to the surface our first order assumptions about the personal elements of 
leadership and the model of the presidency we hold.3 As important as the per- 
son and the selection process are, analysis of each remains at a fairly soft level, 
while judgments often are rendered with a certainty bred more from conviction 
than from rigorous, conceptually precise, and logically consistent inquiry. 

THE FEW: ELITE INTERDEPENDENCIES 

A system of shared powers is also a system of interdependencies. No system 
is without them, of course, because nowhere does power flow freely. Structur- 
ally, the American system conduces to an immobilized president. But it need 
not happen that way. Much depends on the nature of political alignments. 
Even more important is the attitude of the elite toward governance. 

James Young’s extraordinary account (1966) of the political life of the capi- 
tal touches on all of these elements. From separated institutions and unstruc- 
tured political alignments, a president’s cabinet members easily could become 
his rivals, often more closely linked to Congress than to the president. A poli- 
tics based on unclear alignments ultimately would later reflect the importance 
of state and locality despite the later growth in the importance of party. Ele- 
ments of the Neustadtian emphasis on the skills of political leadership enter in- 
to the analysis, Jefferson being a more mobilizing and resourceful president 
than Madison, for example. But mainly Young attributes the immobilization of 
political leadership to the confluence of complexity in political structure, fluidi- 
ty in political alignment, and an elite culture disdainful of governance. Cri- 
tiques of the “unstructuredness” of early political alignments subsequently 
have surfaced (Hoadley, 1980), and party later would become an engine of re- 
vived national political forces (Kleppner, 1979). 
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Early politics was not determining of every subsequent later feature of the 
American polity. Indeed, ultimately, power would have to be driven outward 
through mass political parties and democratization in order for it to be reestab- 
lished at the center in the presidency. How much power would be reestablished 
at the center and how much the antigovernance attitudes of the elite linger are 
matters of continued controversy. In contrast to European systems, the Ameri- 
can system still seems less munificently endowed in the capacity for governance 
(Rose, 1980~). And there is little doubt that the complexity of the governing 
structure, in the absence of forces to overcome it, would produce an extraordi- 
narily complex network of interdependencies. If presidents ultimately would 
escape from being under the dominion of Congress, they, in turn, could not 
dominate Congress or shut off the relationship between agencies of the execu- 
tive and the committees of the Congress. 

One writer, consequently, has argued that the traditional three branches of 
government in the U. S. have evolved into five, with three alone being part of 
the executive: the president with his political and policy advisory team, the po- 
litically appointed officials in the departments and agencies of the executive 
branch, and the legion of career officialdom in the executive (Merry, 1980). So 
defined, there now may be a lot more branches than five if one looks at the 
staffing and support agency growth in Congress. At the very least, each branch 
has supported numerous twigs. 

In the various parts of this section, I will be examining work dealing with 
presidential interdependencies with the executive, with the Congress, and with 
the nongovernmental elites of the Washington based media. In doing so, I real- 
ize that several other interdependencies will not be separately addressed here. 
For example, I do not address party elites, because I think that much that is 
relevant on this score is best expressed through the president’s relations with his 
party in Congress. That which is relevant to selection processes, I have whisked 
over in the prior section. The judiciary is an important point of interdepen- 
dency also, and has been a growing one for some time. As the courts have be- 
come more involved in administrative decision making, such intervention may 
come at the expense of both the president’s ability to control the executive (Sha- 
piro, 1981) and now, if Chadha v. Immigration and Naturalization Service is an 
indication, perhaps also the ability of Congress to do similarly. I shall merely 
note this last linkage of the presidency and the judiciary, while anticipating that 
in the future more attention will be paid to this link. 

Presidential-Executive Interdependencies 
The Presidential Office: Theories and Evidence 

No government, not even West Germany or Canada with their ample central 
agencies and numerous central officials, possesses the amount of high level 
staffing around the chief executive as the United States does. Whatever the par- 
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ticular reasons for this, the hired help has grown in quantity, but especially in 
importance, ever since the Brownlow report asserted the need for it. Sporadic 
scholarly attention was aimed at the White House staff and EOP agencies 
(Neustadt, 1954, for instance), but the impetus for scholarly attention has been 
especially prominent over the course of the last decade. Perhaps some of this 
was a result of the belief that operations in the Nixon administration reached a 
zenith in their centralization, and that traditional departmental functions were 
being usurped (or at least duplicated) by a more extensive White House appa- 
ratus than previously had been known. 

This growth in the president’s “organization” has stimulated a fair amount 
of research, commentary, and conceptual development where once little atten- 
tion, for understandable reasons, had been paid. In fact, we now have two ma- 
jor studies that have emphasized comparative analysis of the office of the chief 
executive, one cross-nationally (Campbell, 1983), and the other temporally 
(Kessel, l975,1983a,b). Following upon his study with George J. Szablowski of 
Canadian central agencies (1979), Colin Campbell extends the compass of in- 
quiry to the United Kingdom and the United States. Analyzing both systemic 
differences and leadership style differences, Campbell develops a theoretical 
framework for the latter based upon the chief executive’s goals and priorities, 
the extent to which authority is centralized within the chief executive’s office or 
delegated to line departments, and the extent to which competitive versus dis- 
crete jurisdictions are encouraged. Through the use of intensive and extensive 
interviews with leading officials in the three countries, Campbell’s analysis 
helps to illustrate how stylistic factors interact with, indeed are conditioned by, 
structural differences. Ironically, the American executive system appears to be 
overcentralized and understaffed relative especially to its British counterpart, 
and even its Canadian one. Relative to the Canadian and British systems, 
American executive operations are infused with personalism, which is evidence 
in important ways of underinstitutionalization, a matter which I will touch on 
again. 

While Campbell compares systems, John Kessel compares American presi- 
dential administrations over time in order to identify constant and variable fea- 
tures regarding the White House staff. Kessel’s odyssey begins with the Nixon 
administration, from which the major base line work is published (1975), and 
then takes in both the Carter administration and now also the Reagan admini- 
stration (1983a,b). Kessel’s analysis focuses on the structures of White House 
organization; in particular, his efforts are aimed at identifying issue structures 
in the White House staff, communications networks, influence structures, and 
organizational characteristics. Kessel’s supposition is that the growth and im- 
portance of the White House staff (and agencies therein) means that it likely 
will be internally differentiated. Even though the White House does not carry 
the earmarks of a highly complex organization, characteristic of the more 
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classically organized line departments, it is complex enough to warrant exami- 
nation of its diversity and of bow the parts integrate, if they do. Kessel’s ap- 
proach is essentially survey analysis with a strong emphasis on the sophisticated 
use of quantitative description. Where Campbell’s analysis is physiology, Kes- 
sel’s is anatomy. 

A White House staff and its operations could well be changeable depending 
upon at what point in a term one encounters it, or what events it is responding 
to or being traumatized by. Alas, this is not easily controllable. Taking these 
limits into account, Kessel’s findings indicate, not very surprisingly, that the 
personnel based structures show more cross-administration variability than the 
organizational ones, even though organization, to some extent, evolves around 
both personalities and differing priorities across administrations. Issue struc- 
tures, therefore, are most variable. Whereas the Reagan White House is re- 
markably cohesive in outlook, the Carter White House was equally remarkably 
incohesive. The Nixon White House, Kessel’s evidence shows, was somewhere 
between the two. As interesting as the differences are, there also are fascinating 
similarities. Here, especially, the deployment of quantitative technique shows 
that impressionistic discussion can be misleading. For all of the scuttlebut that 
the NSC staff had been relegated to a peripheral role in the Reagan administra- 
tion, Kessel’s data show quite the contrary (1983b, p. 31). 

Following Kessel’s line of analysis, other work seems to suggest the relative 
importance of various staff agencies. A staff agency’s mark of importance in 
the U. S. may be the reduction of its continuity and an increase in the likelihood 
of its politicization. Heclo’s discussion of the layering in phenomenon at OMB 
(1975) by which a whole new stratum of politically appointed officials (pro- 
gram assistant directors) was created to monitor the work of the careerists be- 
low fits nicely with the relative organizational importance of OMB, especially 
in Republican administrations. Covington’s analysis of staff turnover rates 
(1981) in EOP agencies implies a growing shift in personal over institutional 
forces, and also demarcates which agencies are apt to be given prime presiden- 
tial attention. 

Growing attention to executive dynamics at the top also has been fruitful for 
demonstrating certain uniformities in the presence of systems as diverse as 
those of the U. S. and the U. K. For example, Thomas Cronin’s observation 
(1980, pp. 274-290) that the cabinet can be divided between insiders and out- 
siders, that is, incumbents of posts whose functioning requires frequent presi- 
dential consultation and those whose functioning lies on the periphery of presi- 
dential attention, is also verified by Richard Rose’s discovery (1980a, pp. 
32-43) that much the same can be said of Britain, although, of course, the 
cabinets themselves in the two countries play different roles. But the evidence 
that Rose presents is that the matters in the U.S. which are peripheral to the at- 
tention of the president are likewise FO in the U.K. Though neither cites one 
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another on this point, the Cronin-Rose hypothesis seems to be a vintage case of 
an empirical regularity that should tell us, among other things, that ministerial 
influence is not autonomy, and ministerial autonomy is similarly not influence. 
It should suggest to us as well that the power of clientele groups and bureau- 
cratic routine are most evident when the boss is paying (because the boss has) 
only limited attention. In turn, the primacy factor should help explain to us 
why recent American presidents generally have been concerned with a compati- 
ble NSC but less concerned with changing faces in an EOP agency such as the 
Council on Environmental Quality (CEQ), at least until a president with a 
strong interest in altering policy lines came into office. 

While focusing on features that are relevant only to the U S . ,  some studies 
have pointed, nonetheless, to interesting evolutionary tendencies that require a 
revision of prevailing maxims. Heclo (1981), for instance, emphasizes how in- 
creasingly White House public liaison has come to represent external political 
constituencies to the president. As interest networks have grown more complex, 
so has their representation. Heclo’s interesting analysis hints that White House 
staff personnel, to the extent that they become spokespersons for this or that 
constituency, also gain some measure of autonomy, even indispensability. Neu- 
stadt’s belief in his earliest edition of Presidential Power that proximity made 
for controllability is apparently amended by the thrust of Heclo’s analysis. Still, 
Heclo’s interpretation may be based heavily, perhaps even exclusively, on a 
Democratic presidency (the Democrats are a party seemingly of more constitu- 
encies than principles) and on a president with peculiar outreach needs to those 
constituencies. Heclo’s very interesting analysis cries out for some continuous 
attention, without which the findings of the day (in this case yesterday!) may 
become engraved into stone as the latest in a quickened series of durable truths. 

Advisory Systems: Models and Prescriptions 
Providing advice on how to render advice also has become a growth industry 

in applied social science. Elements of organization theory and the psychology 
of small group behavior have been brought to the task. Strictly speaking, such 
advice rendering predates the advent of the Harvard Kennedy School, although 
then much of the advice came in the form of commission reports-Brownlow 
and Hoover I and 11, for example. The art of advice giving on how to organize 
a presidency, however, received a strong push from the omnipresent Richard 
Neustadt in his equally omnipresent Presidential Power. Keep a lot of pots boil- 
ing and keep them stirring was his message. 

The process of scholarly analysis of advisory processes, however, received a 
special impetus from the Johnson and Nixon presidencies: in Johnson’s case 
because the decisions that led to engagement and involvement in Vietnam and 
the tactics that followed were believed to be disastrous for Johnson’s own polit- 
ical prospects and for the country. In the case of Nixon, foreign policy especial- 
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ly had been extracted from its institutional roots and not subject to effective 
staffing, however effective or ineffective the policies actually may have been. In 
various other respects, the subsequent presidencies of Ford, Carter, and Rea- 
gan have illustrated the importance of good advisory processes, if, perversely, 
by their frequent absence. 

Foreign policy especially is an area of intense interest in promoting effective 
advisory systems. The main problem is how to make use of institutional compe- 
tence yet remain open to new ideas (Rockman, 1981). No easy matter. Decision 
making during the Cuban missile crisis serves frequently as a case in which al- 
ternatives did get aired in a fairly undistorted manner (although one could 
question the effective range of the options). The problem would be how to 
transmit this free flow of options and to take advantage of the diversity that 
naturally is generated from the varied elements of the foreign-national security 
policy apparatus while, at the same time, providing for orderly management of 
it. Even more to the point: How can this be done outside of the context of a 
crisis situation? 

Three relatively early responses to the problem could be characterized rough- 
ly as (1) providing neutral traffic management (George, 1972); (2) grafting 
responsiveness on to competence (Destler, 1972); and (3) diversifying the insti- 
tutional socialization experiences of foreign-national security policy officers 
(Allison and Szanton, 1976). The first and second appraisals particularly come 
into conflict because the first tries to define a role for the national security assis- 
tant while the second tries to eliminate the role. Roger Porter’s study (1980) of 
the Economic Policy Board (EPB) under President Ford suggests particular ad- 
vantages of the multiple advocacy approach, initially promoted by George, and 
plays off characteristics of the multiple advocacy system with those of two oth- 
er “systems” of advice: “ad hocracy” and centralized management. In large 
part, however, the EPB worked as a multiple advocacy system because its coor- 
dinator, William Seidman, played the honest broker and coordinator roles that 
George envisioned for the NSC staff director. Among other factors cited in the 
ability of the EPB to bring options to the surface was the style of Seidman him- 
self, who was a person willing to subordinate his own views to a process of sift- 
ing views in an unjaundiced way for the president. Few persons of this sort are 
now to be found in Washington, especially in foreign policy. Above all, Porter 
duly notes, organizational factors are themselves contingent upon a president’s 
operating style and tolerances. 

Porter’s analysis and George’s own development of advisory schemes (1980) 
are clearly efforts at applied social science. They also are thoughtfully concep- 
tualized in terms of delineating the conditionals under which various organiza- 
tional schemes might be applicable to particular goals. George (1980) particu- 
larly makes the case for policy relevant theory, distinguishing it from pure so- 
cial science theory. The latter presumably seeks broad generalizations spanning 



124 BERT A. ROCKMAN 

time and space, whereas the former emphasizes conditional generalizations 
relevant to particular policy phenomena. Generally speaking, this also is about 
where we stand in applied organization theory-more conditionals than broad- 
scale generalizations. 

Central-Departmental Relations 
From the “inner sanctum” of the executive to broader relationships with the 

line bureaucracies, there is impressive evidence of persistent White House ef- 
forts to seek thoroughgoing political control. An initial survey of the federal ex- 
ecutive (Aberbach and Rockman, 1976) and its political attitudes apparently 
served to reinforce the suspicions of Republican presidents, while it helped to 
renew scholarly attention to the question of presidential relations with the line 
bureaucracy. Randall (1979) and Nathan (1983) make it clear that when presi- 
dents are persistent and clear in their willingness to gain control over the appa- 
ratus, and when that control can be measured in contracting rather than ex- 
panding or coordinating activities, it can be achieved (see also, Mowery et al., 
1980). It is a question of attention and goals. 

This remains an area, however, in which we are very limited in our generaliz- 
ability. Some phenomena do appear to be secular. For example, the layering-in 
phenomenon discussed by Heclo (1977) and the diminution in stature of senior 
civil servants speculated on by Polsby (1981). All of these are symptoms of an 
unrelenting drive across recent presidential administrations toward the politici- 
zation of the bureaucracy. 

Yet, other areas show change. A later attitudinal reexamination of the senior 
federal executive reveals attitudes more in line with those of the presidential ad- 
ministration under which it was serving (Cole and Caputo, 1979), evidence 
perhaps of personnel change. More important, we have as yet not differenti- 
ated the concept of presidential “control” that has been so casually tossed 
around. Precisely what does control mean? Do administrations differ, especial- 
ly as between Republicans and Democrats, in their definitions of, and ap- 
proaches to, presidential control? Further, if motivations for control differ, is it 
not probable (especially now in view of the Supreme Court ruling on the legisla- 
tive veto) that the relative ease with which control can be imposed is a function 
of the type of control it is? Contracting is less daunting than coordinating or in- 
tegrating, for example. What we need here, it seems, is one of those good con- 
ditional theories that George has spoken of. But first we need to specify the 
dependent variable( s) . 

Research: Problems and Opportunities 
Whatever other conclusions one may reach regarding the state or quality of 

research on the executive connections to the presidency, this is an area of re- 
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search no longer suffering from neglect. At the same time, the dynamic aspects 
of chief-executive/executive relationships seem terribly foreboding for cross- 
national inquiry, however critical the latter will be to expanding our thinking, 
conceptualizing, and theorizing. How do dissimilar structures function around 
similar problems? And how do similar appearing structures function different- 
ly? 

While inquiry into the dynamics of executive behavior probably will initially 
derive from single country studies or from comparative studies without very ex- 
plicit frameworks, eventually any real test of our theories will have to develop 
theoretical frameworks sufficiently comparable, yet sufficiently precise, that 
they can serve as effective guides to the analysis of diverse policy-making 
systems and the role of the chief executive in them. Moreover, they will have to 
be mindful of all the intrasystem variability that one would have to be con- 
scious of in a single country study. For example, to what extent does the party 
in power affect the constellation of policy forces? To what extent are issues so 
diverse in the policy constellations that develop around them that we are 
inhibited from making broad-scale generalizations about any country’s policy 
process (Pempel, 1977, pp. 308-323; Spitzer, 1982; Lowi, 1972)? And to what 
extent can political influence from the center be exerted on autonomous or 
semiautonomous organs of the state-the Federal Reserve Board in the U.S., 
for example (Beck, 1982)? 

Presidential-Legislative Relations 
I divide this topic into two sections. The first focuses on efforts of the presi- 

dent, or his staff, to influence Congress through lobbying operations. The 
second body of work is focused more on presidential successes with Congress in 
the aggregate, and the conditions for success. 

Lobbying and Congress 
How much influence can a president exert with Congress above and beyond 

the fixed parameters of the distribution of seats and the propensities for inco- 
hesion in the majority and minority parties? Good will and other charms pro- 
duced by effective liaison and lobbying activities are not context free. It is easier 
to generate good will in the presence of ample majorities (Manley, 1978); it is 
easier to do so, one suspects, earlier in a term than later (Light, 1981, 1982); 
and it may be easier to do so when programs are expanding rather than being 
contracted. 

No one, I doubt, would contest Stephen Wayne’s point that “Despite the 
institutionalized aspects of congressional-presidential interaction, there is no 
escaping the fact that the character of the relationship is very much affected by 
the president himself” (1978, p. 173). It is not easy though, to show precisely 
what that effect is. 
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In important respects, it appears that lobbying overall is a defensive measure. 
While it is hard to convert good relations into legislative success, it is easier to 
transform sour relations into legislative defeats. And defeats beget further vul- 
nerability (Davis, 1979a). By examining the “lobbying” question within this 
fairly limited context, both Manley (1978) and Davis (1979a) are able to illus- 
trate that lobbying is an activity taking place within a given set of political para- 
meters that are themselves likely to be a lot more important that the lobbying 
activity itself. 

Thus, scholars have tended to focus more on congressional characteristics 
than on presidential manipulations as key influences in the relationship. Several 
studies have emphasized the atomization of congressional power structure as an 
increasingly important deterrent to presidential legislative ambitions (Manley, 
1978; Davis, 1979b; Oppenheimer, 1980). The net effect of changes in congress- 
ional structure has made it harder to compose stable majorities. Additionally, 
these changes have exposed members of Congress to greater pressures from the 
outside. It is unlikely, though, that the changes affect all presidential agendas 
equally. The greater the complexity of the agenda or proposal, the more ad- 
versely it is affected. Yet some changes, especially in the House of Representa- 
tives, have veered toward greater centralization, permitting passage of the am- 
bitious budgetary designs of the Reagan administration’s first year. 

Presidential Success with Congress 
Obviously what influences presidential programmatic success with Congress 

involves a complex of factors; least of which, George Edwards (1980b) appears 
to show us, is a president’s personal skills, and most of which, Jeffrey Cohen 
(1982) points out, historically involves the partisan distribution of seats and 
party cohesion. By comparing the support proferred in Congress by party and 
region, Edwards (1980b) demonstrates that differences across presidents in the 
structure of their support are not as strong as is commonly supposed. He infers, 
therefore, that numbers are the main source of presidential success or failure, 
and that changes in agendas, the structure and culture of Congress, and in the 
atmosphere of the country more generally are far more powerful determinants 
than presumptions of legislative legerdemain. 

Agendas, and their timing, are also crucial to the prospects of legislative suc- 
cess. A particularly impressive analysis by Fishel (1980) demonstrates the im- 
portance of agenda change in the latter stages of the Carter administration to 
the prospects for success. Agenda change, of course, is substantially imposed 
by circumstances, and the circumstances bringing about change in the Carter 
agenda were ones apt to make it difficult to follow traditional Democratic party 
programs. The Carter case, it turns out, was not at all unique at least in terms 
of the general pattern of agenda displacement over the course of the presiden- 
tial term. Such displacement affected all presidents except for Kennedy, whose 
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term was tragically cut short. The remedies sought by Carter for a hyperinfla- 
tionary economy, however, were not easily swallowed by his party (Fishel, pp. 

Since events impose themselves over time on presidents rather than vice ver- 
sa, Paul Light contends that presidents who fail to move rapidly on their 
domestic agenda are likely to face a declining stock of resources with which to 
work their will. Presidents differ in the extent to which they press that agenda 
immediately, but the more compelling point is, as Fishel emphasizes, the extent 
to which external forces come to disturb and erode initial plans. 

Clearly, studies of presidential success with Congress benefit empirically 
from the fact that they are as much studies of Congress as they are of the presi- 
dency. This means a greater opportunity to do relational analysis in quantitative 
form. Although measures of success have their flaws as do the measures of 
many of the independent variables, analyses here have demystified some of the 
legends surrounding our presidents as legislative geniuses (or incompetents). 
Systemic forces appear as much larger determinants of outcomes than personal 
manipulations, despite the amount of journalistic ink spilled on the latter rela- 
tive to the former. 

Yet it is unlikely that personal efforts are of no consequence. Not only does 
that seem implausible, it undoubtedly is. What we are confronted with, how- 
ever, is a classic problem of levels of analysis. The effects of presidential mani- 
pulations are nested within these larger forces that tend to cut across admini- 
strations or which have similar cyclical impacts within administrations 
(Rockman, 1984). In the broad scope of things, there is no doubt which has the 
more powerful effects. What we need to know, however, is how personal exer- 
tion interacts with the broader determinants, and that is difficult to do at the 
same level of analysis and inference. The problem is controlling environmental 
circumstances for presidential strategies. 

Charles 0. Jones (1983) takes a stab at conceptually intertwining these 
forces: the givens of the political situation and the style of legislative leadership 
exerted by the president. However, it would be reasonable to say that we are a 
far way from theoretically and empirically blending the behavioral and system- 
ic elements. Indeed, this may not be a soluble analytic problem. 

40-62). 

The Washington Media 
Another elite of great importance to presidents, if only because presidents 

think it is, is the community of reporters based in Washington-those directly 
and indirectly covering the White House and the president. Two recent studies 
(Hess, 1981; Grossman and Kumar, 1981) have focused on the characteristics 
and behavior of the Washington community of reporters, on the coverage of 
the media, and on strategies of the White House for developing favorable or at 
least nonharmful relations. Together, the studies suggest that, paradoxically, 
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while the Washington reporters are afforded greater independence by their dis- 
tance from, and the bureaucratic organization of, their newspapers, they often 
behave and report in similar ways. Part of the latter symptom is what has come 
to be referred to as “pack journalism.” The overt political bias of an earlier era 
when the publishers themselves took a big hand in the content of the news has 
dramatically receded, thus awarding the Washington correspondents more in- 
dependence. On the other hand, the bureaucratic characteristics of the organi- 
zations they now work for tend to diminish the possibilities of deviating from 
received interpretations or consensus definitions of “hot” stories (Hess, pp. 

Reporters, Hess finds from his investigation, are “talking” people, not 
“reading” people. Information is what someone in authority says or slips to a 
reporter. Few do much documentary work that would shed complexity or, 
above all, situational background on the stories they are covering. It is not un- 
natural, therefore, for personal aspects of governing to come to the fore and to 
downplay situational complexities. There is good news and bad news in that for 
presidents, of course. The good news is that favorable soft features are obvi- 
ously positive for image management; the bad news is that, in the event presi- 
dents have any inclinations toward emphasizing complex analyses of problems, 
the general coverage of the media is not naturally predisposed toward doing 
that. 

A particularly vexing problem in analyzing the impact of the Washington 
news community is whether the distrust of government that has markedly 
arisen over the course of the last two decades is a result of the press’s scepticism 
toward the governors in Washington or whether the reporters merely mirror 
these more pervasive sentiments (Grossman and Kumar, p. 315). Do the 
reporters merely report on the atmosphere or help create it? An effective 
answer to that question really requires a consumer survey (public opinion) even 
more than one of reporters. Media effects seem to have more short run than 
long run effects in this regard, one study reports (Miller et al., 1979). 
Judgments of the authorities rather than the institutions of authority seem to be 
affected most. 

The media, of course, translate reality while the authorities try to manage the 
translation. Realities are inevitably more complex than their capsulization can 
be. The strategies, tendencies, and incentives of the contestants, governors and 
media, bear continued watching, as does the impact they have on various 
publics. 

13 3 - 137). 

THE MANY: SOCIETAL INTERDEPENDENCIES 

As we move beyond elite interactions and into mass political phenomena, 
data have the appearance of seeming “harder” since we often are drawing in- 
ferences from survey data collections. This is more illusion than not, however. 
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We have more data, of course, but often less conclusiveness, a common malady 
of “empirical” political science. 

My first focus is on the issue of the meaning and shape of public approval 
for the president. The second is on the impact of the media in shaping public 
judgments (looked at from the consumer rather than the producer side). A 
third issue, that of electoral coalitions, is given a very brief discussion. A last 
and most important, but also most difficult, issue is the relationship of the 
president (but effectively any chief executive) to society, and what, therefore, 
are the boundaries of social change imposed by the role and the path taken to 
get there? My discussion here can be composed of nothing more than selected 
highlights. Not all relevant literature can be pursued, but I hope the key rele- 
vant points can be made. 

The Meaning and Shape of Public Approval for the President 
Political prestige, Richard Neustadt (1980) contends, is an element in a presi- 

dent’s ability to successfully exert power because other elites are attentive to the 
president’s standing in the country. Assuming, however, that the relationship 
between public approval of the president and his legislative success is not per- 
fect (it isn’t; the correlation coefficient between approval and success from 
Eisenhower to Reagan is .43), the question is, through what mechanisms does 
approval translate into political support? While approval may influence elites 
outside of Congress, too, the focus of research attention, nonetheless, has been 
on its translation into legislative success within Congress as measured through 
roll call voting. 

The translation process, it is clear, does not work in an undifferentiated way. 
In general, for the period 1955-70, Edwards found that in the House, voting 
support for the president’s positions was consistently better correlated with his 
level of public support in foreign than in domestic policy and among first term 
members than others (Edwards, 1976). Broken down further, however, Ed- 
wards’ analysis suggests that presidential popularity is mediated by congress- 
men via the president’s standing among their own electoral supporters (Ed- 
wards, 1976, 1980a,b). Whether these findings are temporally generalizable be- 
yond the period studied is as yet uncertain. 

A different sort of dilemma, however, is that of causality; that is, in which 
direction does the relationship between approval and legislative support run? 
We tend to assume that it runs from mass approval to elite suport, in part, be- 
cause Neustadt implied that and, in part, because our models of representation 
assume it. But those studying presidential liaison and lobbying efforts with 
Congress tend to concede the importance of perceptions-defeats tend to beget 
larger vulnerabilities. One might assume that such a process can work in the 
mass public as well. The more politically vulnerable a president looks in 
Washington, the less public prestige he may have. The disentangling of causal 
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influences here is a quite complicated matter, but it is clear that a static correla- 
tion model cannot decide this question for us. 

Beyond the issue of the relation between popularity and legislative 
performance, there is the question of what explains the shape of the approval 
curve itself. Stimson (1976) noted, for instance, that presidents through Nixon 
have experienced declines in approval as a function of time (with a slight up- 
ward turn at the very end). Following Nixon, the general thesis continues to 
hold true, though even the small end of tenure turn for the better is no longer 
found. Stimson wonders whether anything but time matters in accounting for 
the attrition of presidential support. Implicitly, Stimson’s work takes off from 
an earlier article by Mueller (1970), which hypothesized that the diminution in 
presidential approval over time is a function of the dissolution of presidential 
coalitions: doing things makes enemies of your former friends; ignoring 
promises or not meeting expectations similarly turns friends into foes. Stimson 
hypothesizes that the downward tendency in approval can be explained best by 
an expectations/disillusionment theory (1976), which argues that disillusion- 
ment is a function of the extent of expectation. Put in pugilistic terms, the 
bigger they are the harder they fall. 

There is, to be sure, a good bit of controversy about the inevitableness of this 
fall-off in presidential popularity (Kernell, 1978; Brody and Page, 1975; Presser 
and Converse, 1976; among others). Events produce political judgments, and 
these judgments are a function of the cumulative effect of the valence of the 
events. At the same time, judgments are not uniform across the population in 
that a president’s natural political enemies, in the interpretation of Presser and 
Converse, register their disapproval earliest and most sharply. In another 
interpretation, however, presidential approval is deeply influenced by events 
bearing on presidential performance, but the approval shifts reflect occupa- 
tional strata (class) differences more than political party ones (Hibbs, 1982). 

The mysteries of mass support for political leadership and the explanations 
of it have received increasing attention in political science (Sigelman, 1979). 
Confronted with swirls of interpretive controversies, alternative variables given 
emphasis, and numerous theoretic-analytic models promising “better fits” 
streaming across the pages of our journals, we are now faced with a situation of 
more ingestion than digestion. For those apt to think that more and more pre- 
cise data analyses will lead to more unifying theories, I recommend a steady 
diet of articles on the questions of who supports whom and why? 

Although these controversies continue in slightly more muffled tones in other 
countries, the question of presidential support (or at least part of it) probably 
ought to be (and is, in fact, beginning to be) cast explicitly in a more cross- 
national mold. Obviously, given the absence of party discipline norms in the 
United States, the original Neustadtian hypothesis bearing on the relationship 
between mass support and political influence in governing is unique to the U. S. 
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“Success” scores in the legislature obviously are not a point of comparison. 
Elsewhere, approval might influence other political maneuvers, especially in 
multiparty governing coalitions, but this is too complicated a matter to enter 
into here. Rather, a simple first step is descriptive, namely, to compare magni- 
tudes of approval (where systems are sufficiently alike) for the president/gov- 
ernment and the magnitude of shifts in approval. 

This will reveal that the unpopularity of recent American presidents is a phe- 
nomenon not specific either to American political leadership or to the Ameri- 
can mass public. In a roughly comparable time period of about the past 30 
years, for instance, the same number of British prime ministers as American 
presidents have been approved of at the end by more than half the public. 
Moreover, Lewis-Beck (1980) shows that French presidents typically have been 
subject to more modulated swings of disapproval than have American presi- 
dents apparently because the prime minister absorbs much of the criticism 
without deflecting it onto the president. The sharp downward swing in current 
approval of Mitterand, however, suggests obvious limits to this deflection 
hypothesis. 

Media Influences 
No short statement can adequately summarize the research in this area 

which, in any event, appears resistant to tidy summaries. However, one body 
of research in particular forms the basis of my comments here, namely, the 
extent to which what we perceive becomes equally or more politically relevant 
to us than that which we directly experience. There is evidence that this may be 
so. And if so, this obviously raises important questions as to how the news is 
covered or, even more, what news is created. In other words, we probably not 
only need to know more about the behavior patterns of the reporters, but also 
those whose job it is to manage the time and space allocated to various stories. 

Two researchers (Kinder and Kiewiet, 1981) have shown that news regarding 
economic performance is a great deal more important in terms of political be- 
havior than personal economic expectations. Similarly, Edwards finds that 
evaluations of a president’s economic performance are a far more important 
ingredient of his popularity than either the prevailing state of economic 
conditions or the person’s own economic situation (1983). 

Two recent studies designed to evaluate the effects of media reporting on 
particular news stones (Iyengar et al., 1982; Kinder et al., 1983) emphasize the 
impact of what stones are being paid attention to (television being the medium 
in this case), and in what light they tend to show the president. Viewers experi- 
mentally exposed to slightly manipulated “real” newscasts were primed by the 
stories being covered to move in directions implied by the flow of the slightly 
contrived events. Subjects with less information were especially vulnerable to 
this effect. The logic of this analysis seems to accord well with the findings of 
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Brody and Page (1975) that presidential approval is largely a function of the 
cumulation of good news over bad or vice versa. 

Electoral Coalitions 
Although the topic of electoral coalitions is a broad one, I want to pay atten- 

tion here to the specific question of linkage between presidential and congress- 
ional electoral fates. That is, is there a nationalization of political forces or 
homogenizing tendency that is apt to link congressional with presidential fates? 
And if not, what are the likely consequences? 

Evidence published in the 1960s (Stokes, 1967; Cummings, 1966) indicated a 
growing nationalization of political forces in the United States, apparently a 
function of both the New Deal alignment and nationalizing communciations 
technologies. The tendencies noted by researchers two decades ago may be re- 
versing, not because there is a return to the rigid regionalism that preceded the 
New Deal realignment, but because party has become a less relevant factor in 
voting for members of Congress. Members are evaluated, according to Morris 
Fiorina, increasingly on service rather than policy grounds, whereas presidents 
are evaluated on the basis of policy performance (1981, especially, pp. 
201-211). Consequently, one is unhinged from the other, and the cord of re- 
sponsibility is severed. If this is so, then president and Congress have become 
separated institutions in more than the strictly constitutional sense. Indeed, one 
might conclude that Neustadt’s analysis begins where Fiorina’s ends. 

President, Society, and Social Change 
We return now from the scientific back to the speculative. What can we ex- 

pect of the president as an agent of social change? By himself, probably not 
much, chime in several scholars (Miroff, 1976, 1980, 1981; Cronin, 1980; 
Burns, 1978). In one view, the presidency could be the fulcrum of broad social 
change only in the presence of a galvanizing party system (Burns, 1978; 
Burnham, 1969), though some notable, if indirect, dissent would be 
forthcoming here from those in Britain, a land much fancied by American 
scholars for its galvanized party system (Rose, 1980b; Kavanagh, 1980; King, 
1969). 

A different perspective suggests that those who rise to the pinnacle of formal 
authority are not apt to be greatly inspired by the desire to produce significant 
change. Cronin (1980) hypothesizes, for example, that innovative leadership 
most likely will be practiced by spokespersons outside of official posi- 
tions-Martin Luther King, Ralph Nader, or even Jerry Fallwell being cases in 
point. Miroff (1976) contends that presidents are fully accepting of the norms 
of the system, having been socialized extensively in its tenets, and having made 
extensive symbolic commitments to prevailing arrangements and mores in 
order to get to the top. Therefore, they are unlikely to want to bring about great 
change. Certainly there is evidence that elites tend to be pretty satisfied with the 
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system that brought them their status, whether in the United States or elsewhere 
(Anton, 1980). 

The route taken to the top, of course, is apt to influence one’s calculations. 
The more filters one passes through, the more cautious one is about taking 
risks. In general, the European parties scrutinize their potential leaders from 
the standpoint especially of party constituencies and ideals, while American 
leaders play two successive games: one to appeal to their party’s contituencies, 
and the other, to some extent, to symbolically relevant, broader constituencies. 
The wider game the Americans play means that they are less subject to organi- 
zational filtration processes. In this regard, the American process may be less 
resistant to springing antisystem surprises in a swell of populist enthusiasm than 
the more predictable European processes. Be that as it may, both Mr. Reagan 
and Mrs. Thatcher, whatever the differences in how they came to be where they 
are, are less known for their caution than the changes they have helped stir, 
though, true enough, neither would be known to harbor anticapitalist 
sentiments. 

In fact, it seems that the route taken to the top is probably less important 
from the standpoint of Miroff s concerns than the proposition that all systems 
are biased against change in prevailing policy norms or in existing distributions 
of power and advantage, whether they be capitalist or Marxist-Leninist. 
Reagan and Thatcher can impose changes more easily than can Mitterand, 
despite the excellent formal position of the latter, because the needs of ad- 
vanced capitalist economies are more amenable to their programs (Lindblom, 
1977). On the other hand, Khruschchev was stymied by the implicit “power- 
brokers” in his system too (the party apparat) from generating substantial 
reform, and assuredly he was followed by someone safe (Bunce, 1984). 

How much change is real change also seems endlessly arguable in the absence 
of specified standards. Nonetheless, however vague some of Miroffs language 
is, it is a price to be paid for thinking about fundamental questions. In this 
case, that is to ask: What can be the role of the leaders of governments in envis- 
ioning and generating major changes in society? Very limited is Miroffs 
answer. But the question posed forces one to come to grips with where, if at all, 
change can’be produced, We appear then to have come full circle (and perhaps 
a generational one as well) from the belief that important changes could be 
generated from within Washington (Neustadt) with skillful political leadership 
to the more skeptical view that important changes (if they are to come at all) 
almost necessarily would have to be stimulated from beyond the Washington 
community (Miroff, 1980; Cronin, 1980). 

FINALE 

In his 1975 essay, Anthony King implores scholars in the field of presidential 
and executive studies to seek answers to soluble questions. The thrust of my 
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review of research and ideas in what loosely may be called the subfield is that 
more and more answers to soluble questions are being given, especially where 
analysis is susceptible to multivariate quantitative inquiry. But the answers are 
often controversial and also often nondurable. This should not be surprising 
because, after all, this is what science involves: quibbles over the particulars of 
measurement, over the time periods used as data bases, and over the control of 
confounding influences. And frequently, as well, the search for empirical regu- 
larities does not lead to equally regular or consistent explanation. 

We do need answers to soluble questions. For these answers to make any 
sense beyond aesthetically interesting compartmentalizations, however, we 
need to pose insoluble questions as well. We need to entertain such questions if 
the particulars are to be relevant to any broader ideas regarding the role of 
public leadership. 

In this context, the study of the presidency (and I think more generally, the 
chief executive in any setting) is motivated by what we believe the role of the 
president can be, and that, in turn, is related to what we believe governing can 
and ought to be. Normatively, it is impossible for us to escape these questions, 
and the more aware of them we are, the more likely it is that our “science” will 
begin to make more integrative sense to us than it has as yet. 

In thinking about the role of the chief executive as leader, I think it is increas- 
ingly incumbent on us to do so comparatively, especially if we are to shed 
stereotypes. While we are most adept at discussing formal capabilities 
(Thomas, 1980; Rose and Suleiman, 1980), we should also draw on compara- 
tive behavior in dissimilar as well as similar systems (Bunce, 1981b, 1984). 
Further, we will need to look at how governments actually function without 
being limited to the idea that political leadership is necessarily the source of 
their direction (Heclo, 1974; Ashford, 1982; Steinbruner, 1974; Allison, 1971). 
Nor should we automatically accept the implicit premise of a comprehensively 
rational agenda at work, when it may be that underlying uniformities of tem- 
poral rhythms and limited attention spans disturb, and disturbingly, inhibit 
that premise. Above all, it seems to me, the chief executive is, as a former 
president put it, a “vantage point” for focusing on governance and on politics 
and, especially, the interconnection of the two. The subfield of presidential/ex- 
ecutive studies, I am convinced, will reach scholarly fruition when it is no 
longer a distinctive subfield at all, but merely a point from which to integrate 
our considerable store of knowledge about politics with our less considerable 
store of knowledge about governance. 

In the meantime, the subfield will abound with a mixture of prescriptive con- 
cerns, particularistic insights, inductive (and to a much lesser extent, deductive) 
searches for elusive generalizations, and illuminating (if often nonoperational) 
pretheoretical schemes of analysis. Some of what we do will be “science” as I 
have quite narrowly defined that term; very little of what we will produce from 
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that science will be “theory” as I have equally narrowly defined that term. 
Most of our “theories” will, in fact, simply be interesting ideas, and most of 
our “inductive findings” are apt to be eroded when we extend their temporal 
and conditional horizons, a condition noted also by a prominent economist 
within his own field (Leontief, 1971, p. 3). Because of the normative interest 
surrounding the presidency and the larger issues of governance which it gives 
rise to, and because of the methodological hurdles that often exist, much work 
will continue to be, in the language of Almond and Genco (1977, p. 520), 
“descriptive or historical accounts of case studies making limited use of theo- 
retical frameworks and generalizations, and [contributing] to the aims of 
understanding, interpreting, and exploring political reality and policy. . . .” 
This will not be science as I have described it, but it will be knowledge, the 
Rodney Dangerfield syndrome notwithstanding. 

Is everything, then, equally good or bad? Equally useful or useless? As for a 
standard of progress, obviously it should be to reduce uncertainty, which ideal- 
ly is the theoretical achievement of scientifically tested inquiry. But science gen- 
erates uncertainty. (Note the state of the absolutist Delaney amendment regard- 
ing carcinogens in the marketing of food products.) Theories do create uni- 
ty-at least conditional unities-but most of our “theories” have limited em- 
pirical validity. They are really pretheories, whether arrived at formally or ver- 
bally. At the cost of sounding extravagantly tolerant, I suspect that we shall la- 
bel as “progress” research and ideas that help us to answer or illuminate the 
questions that we as individual scholars are quite individually interested in. I 
suspect also that we will deal with soluble questions with more and more preci- 
sion while also ultimately producing less and less clarity. That we need to con- 
tinually reconceptualize the insoluble questions, I take (perhaps mistakenly) for 
granted. That we need the gravitational pull of those “insoluble” questions to 
keep us from drifting off into ever narrower and more conceptually isolated 
ones, I also take for granted. 

Being less confident, though, that I can (or ought) to point future inquiry in 
this subfield to some definitive destiny through some equally definitive route, I 
close with the words of a formerly revered top political leader (but alas not a 
chief executive): “Let a hundred flowers bloom.’’ But will they become a 
garden? 
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NOTES 

1. I shall cite the most recent edition of Presidential Power, but it incorporates materi- 
al from all earlier editions. At particular places in this paper where it is important 
to make a time related point, I shall cite the reference to the first edition (1960) or 
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compare the first and most recent (1980) editions. However it is cited in the text, 
though, all references are to the 1980 edition. 

2. For an argument suggesting that crisper science can lead to stronger theoretical re- 
formulations, see Riker (1982). Obviously, how one evaluates this argument de- 
pends on the integrating scope of theory that one presupposes. Singular proposi- 
tions, of course, can be tested on their own terms when those terms are precisely 
specified. 

3. Ceasar does exactly this in contrasting the Van Buren and Wilsonian models of the 
presidency. 
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CHAPTER 7 

THE SOCIAL SCIENCE OF JUDICIAL POLITICS 

James L. Gibson 

Advances in the scientific study of politics have not accrued evenly or mono- 
tonically over the past three decades. For example, as early as 1961, it was as- 
serted that the behavioral movement in political science had overtaken virtually 
the entire discipline. In proclaiming the success of behavioralism, Robert Dahl 
asserted that what had begun as a radical protest against unscientific (and 
largely nonrigorous) political inquiry had become so widely accepted as to con- 
stitute mainstream political science (Dahl, 1961). Twenty years later, and after 
political science had flirted with “ postbehavioralism” (see Easton, 1969), John 
Wahlke was not nearly so sanguine. In his assessment of the discipline, Wahlke 
described political science not as “behavioral,” but rather as “prebehavioral” 
(Wahlke, 1979).’ In both its failure to imbed political behavior research in 
macro-level theories of politics, and in its reliance on flawed, mentalistic con- 
ceptions of human nature, political science could hardly be deemed to be be- 
havioral, Wahlke argued. Most recently, the scientific status of the discipline 
was questioned further. Charles Lindblom has considered the claim that signifi- 
cant portions of the discipline are very nearly “unscientific” due to implicit 
ideological commitments (Lindblom, 1982). He provided several prominent il- 
lustrations of deviance from the supposed value neutrality of scientific political 
research. A comparison of the perspectives of Wahlke, Dahl, and Lindblom 
could support the thesis that the discipline may have made little progress to- 
ward becoming more behavioral and scientific. 

There is little evidence that the study of judicial politics, by which I mean the 
study of the authoritative allocation of values by those working within legal 
institutions, has been successful at countering the trend that characterizes the 
discipline as a whole. Despite a quick start in the 1950s on the track toward 
behavioral and scientific inquiry, progress has been uneven. Substantial 
support for nonscientific frameworks for analyzing judicial politics has become 
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evident of late; exploratory research is still more common than confirmatory 
research; and there has been a notable lack of progress in the level of methodo- 
logical sophistication typifying the subfield. Indeed, quite in contrast to the uni- 
fication of the discipline perceived by Warren Miller (1981), there is great diver- 
sity in the epistemological, theoretical, and methodological positions of judicial 
scholars. Although eclectic approaches to judicial politics may be desirable, 
there is ample room for consternation among those who favor scientific inquiry 
as a superior means of knowing about things judicial. 

In this chapter, I review and evaluate the current state of judicial politics 
scholarship. At the outset, several limitations to this review ought to be ac- 
knowledged and made explicit. First, I consider the field from the perspective 
of the development of a science of judicial politics. Thus, research that contri- 
butes little to scientific inquiry, even though it may contribute to knowledge 
acceptable within other epistemological frameworks, is given only passing and 
scant attention. This also means that much of the important policy-oriented 
research receives little consideration here. Second, evaluations and exhortations 
are derived from a fairly idealized (but explicit, see below) conception of the 
scientific enterprise. Of course, no area of inquiry-not even natural sci- 
ence-approximates the ideal, but it is nonetheless useful to have some idea of 
what the field will look like if it ever “arrives.” High standards are employed, 
not in an effort to paint the field black, but rather out of concern to articulate 
goals and to identify specific strategies for future work. 

Finally, my review is to a considerable degree retrospective. It assesses the 
degree to which the procedures, assumptions and promises of judicial politics 
research in the early 1960s have been fulfilled. It might be argued by others that 
new directions have rendered the old roadmaps obsolete and of little interest. 
That is a question for full, complete, and spirited debate (see, for example, 
Stumpf et al., 1983), but it is beyond the mandate of this chapter. 

Several continua are employed in assessing the field, including 

1. The degree to which judicial politics research is generalizable, reproducible, 
and intersubjectively transmissable; 

2. The degree to which extant theory is logically structured and capable of pro- 
ducing empirically testable hypotheses; 

3. The degree to which measures of key concepts are reliable and valid, and the 
degree to which statistical models are isomorphic with the structure of the 
reality they purport to represent. 

ESPISTEMOLOGICAL FOUNDATIONS OF JUDICIAL POLITICS 

Perhaps the single most endearing attribute of scientific research is that it is 
intersubjectively transmissable; that is, through reproduction, knowledge gene- 
rated by the scientific method can be known independently by all. Unlike non- 
scientific epistemologies, an attempt is made to minimize the influence of the 
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investigator on the information produced, and thus each researcher can inde- 
pendently confirm the observations made by other researchers. Disagreements 
over the nature of reality are fairly easy, in principle at least, to resolve. Most 
importantly, because there are commonly accepted procedures of proof, the 
falsifiability of propositions is possible. The hallmark of scientific inquiry is its 
reproducibility.2 

For political science qua science the operational definition of “science” is be- 
havioralism. Easton provides the following list of the widely accepted premises 
and objectives of behavioralism: 

1. Regularities- the assumption that “there are discoverable uniformities in 
political behavior.” 

2. Verification-the assumption that “validity of such generalizations about 
those regularities must be testable, in principle, by a reference to relevant 
behavior.” 

3. Techniques-the assumption that “means for acquiring and interpreting 
data are problematic and need to be examined self-consciously. ” 

4. Quantification-the assumption that measurement and quantification, 
where possible, relevant, and meaningful, are essential to interpreting data 
and verifying generalizations. 

5 .  Values-the assumption that “ethical evaluation and empirical analysis 
should be kept analytically distinct.” 

6. Systematization-the assumption that “theory and research are to be seen 
as closely intertwined parts of a coherent and orderly body of knowledge.” 

7. Pure science-the assumption that “understanding and explanation of po- 
litical behavior logically precede and provide the basis for efforts to utilize 
political knowledge in the solution of urgent practical problems of society.” 

8. [InterdkciplinaryJ integration-the assumption that “political research can 
ignore the findings of other disciplines only at the peril of weakening the va- 
lidity and undermining the generality of its own results.” (Easton, 1962, pp. 
6-7) 

It is this conception, which of course is not the only one available or legitimate, 
of scientific political science that guides my evaluation of the field of judicial 
politics. 

All social science suffers from a certain amount of nonreproducibility, and 
the field of judicial politics is no exception. The earliest scaling research (e.g., 
Pritchett, 1948; Schubert, 1965, 1974; Ulmer, 1969), in which the hypothesis 
that judges’ values determine their decisions was tested, relied in its initial 
operational step on a fairly subjective classification of court cases. Other stages 
in the analytical process have been alleged to be arbitrary (see Tanenhaus, 
1966). Identifying blocs or clusters of judges on the United States Supreme 
Court (e.g., Ulmer, 1965) is similarly subject to a certain amount of 
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arbitrariness, if not subjectivity (but see Spaeth, 1968). So too are criteria for 
factor rotation in psychometric analyses (at least until recently; see Gow, 1979). 
But as the field has developed, fairly arbitrary decisions have become widely 
accepted as conventions, thus contributing to reproducibility. And more 
generally, early research on the behavior of appellate court judges was typically 
self-conscious about its epistemological underpinnings and their methodo- 
logical implications, 

Largely as a function of the expansion of judicial politics research to the 
study of trial courts, a significant amount of work today is characterized by 
much weakened ties to scientific epistemology, especially insofar as the key 
issue of reproducibility is concerned. For instance, instead of attempting to 
minimize the interaction of the observer with the observed, those favoring par- 
ticipant observation as a means of learning about judicial politics advocate 
many fewer constraints on the observer. Perhaps one of the most self-con- 
scious, and reasonable, statements of this research perspective can be found in 
Ryan et al. (1980, Appendix A). Describing their research design as one of pas- 
sive participant observation, they are quite candid about the relationships they 
developed with their subjects: 

to establish rapport [with the judges], we tried to adopt a mental set that conveyed 
both empathy and informed understanding of the judicial work environment. . . . 
Most judges came to view the observer as one who empathized3 with him and the 
work environment. Usually this interpretation was quite accurate. . . . We were fre- 
quently seen by the judge as a temporary judicial colleague or ally. For our research 
purposes, this impression was crucial, and in many instances we did become tempor- 
ary colleagues, but “emotionally detached” ones. Thus, in many but not all situa- 
tions the observer tended to be accepted as an ally, someone in whom the judge could 
confide and to whom he could frequently complain. (Ryan et al., 1980, pp. 253-55) 

Unlike many who assume such an epistemological and methodological 
stance, Ryan and his colleagues are concerned with the concomitant problems 
of reactivity, reliability, and validity, although ultimately they are unable to as- 
sess rigorously the degree of measurement error or to ameliorate the effects of 
such sources of error. Consequently, it might fairly be asked whether different 
researchers would reach the same conclusions about the court systems Ryan 
and his colleagues studied. Indeed, the authors themselves are even uncertain 
that the four members of their research team perceive reality in similar or even 
compatible ways. For instance, “each of the authors possesses a somewhat dif- 
ferent intellectual and disciplinary training; no amount of effort or practice can 
entirely eliminate these differences in ‘perspective’ ” (Ryan et al., 1980, p. 257). 
Without at least minimal standardization of the methodology, it is impossible 
to know that their observations can be reproduced by other judicial scholars. 
Absent the ability to reproduce, falsifiability is made difficult. In short, the 
knowledge they generated is of suspicious intersubjective transmissability. 
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Though such research may be valuable in and of itself, its contribution to the 
development of a science of the judicial process is limited. 

The problem of reproducible findings is ever so much more difficult when 
combined with concepts that are ill-defined in the first place. Although the 
concept “political or legal culture” will be considered more fully below, it 
should be noted here that ethnography, especially, is susceptible to the problem 
of reproducibility. “Ethnography examines how people think about what they 
do and how they organize and interpret the actions of others. This is what is 
meant by the task of describing a culture; the task is not simply to describe the 
customary behaviors, but is also to describe the cultural meaning of those be- 
haviors” (Mather, 1979, p. 3). Two important attributes of ethnography are 
“to describe the rules of culturally appropriate behavior rather than to predict 
actual behavior,” and “ ‘to discover, not prescribe, the significant stimuli in 
the subject’s world’ ” (Mather, 1979, p. 4, citing Frake, 1969: p. 124). Though 
social scientists can easily agree with the proscription against prescription, and, 
substantively, her argument that the nature of plea bargaining requires “data 
on the social perceptions and interactions of participants” (p. 5 )  is completely 
tenable, “culture,” especially as conceptualized in this fashion, is never given 
the rigorous operational meaning necessary for reproducibility. Indeed, the 
whole research problem can be (and has been) more systematically attacked 
through much more scientific research designs (e.g., Howard, 1981; Asher, 
1973; Kirkpatrick and McLemore, 1977). Scientists and other scholars alike 
perceive the importance of norms on the operation of legal institutions, but the 
scientific approach to the problem serves far better the generation of intersub- 
jectively transmissable knowledge. 

A myriad of implications flow from the reliance on epistemologies support- 
ing methodologies within which reproducibility is difficult. Without adherence 
to a common method, it is hard to determine whether hypotheses have been 
supported by empirical findings. For instance, how can the ethnographer and 
the social scientist agree on the nature of the evidence necessary to support the 
hypothesis that culture influences the actions of the courts? Indeed, many of 
the propositions drawn from participant observation research are in some con- 
siderable sense nonfalsifiable. More generally, the cumulativeness of research, 
so critical to the development of a science of judicial politics, is severely con- 
strained. Because these nonscientific methods rely so heavily on the idiographic 
assJmption that each court is unique (see below), it is difficult to draw generali- 
zations across different systems and across different research projects. There is 
also an inordinate emphasis given to description, in contrast to more analytical 
research. As we all recognize, to see the world as the participants see it is not 
necessarily the analytical coup de grace; rather, if useful at all, it is the point 
from which abstraction and analysis begin. Certainly, what the participants say 
they do is an important datum; but, as we all know, what people say they do, 
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even when they are completely sincere and honest, is not necessarily the same as 
what they do in fact. And while sometimes seeming to be committed to h ~ l i s m , ~  
participant observation research frequently is more concerned with describing 
in minute detail the attributes of the trees, even to the point of allowing such 
descriptions to obscure the outlines of the forest. It is also somewhat nonpluss- 
ing to consider that lower courts are judged to be too complex to study with tra- 
ditional social scientific methods, while appellate courts, as well as a host of 
nonjudicial institutions, are not so considered. 

Ethnographic and other participant observation research strategies can make 
some contribution to the understanding of judicial politics, and I would not 
gainsay that at exploratory stages of inquiry there is some utility in such 
approaches (for a superb example from another field see Fenno, 1977). But, as 
argued below, exploration and induction must ultimately give way to deduction 
and confirmatory research requiring scientific methodology. From the perspec- 
tive of a science of judicial politics, ethnographic research is not an end in itself; 
rather its utility is as a transitional epistemological position. 

SUBSTANTIVE THEORY 

In the past three decades, palpable progress has been made in the develop- 
ment of theories of judicial politics. There is today a greater awareness of the 
need for and the value of theoretical research, and prominent examples of 
highly developed theoretical areas can be found, as, for example, in research on 
judicial decision making. The accumulation of theory in the last thirty years has 
been a slow process, but there have certainly been discernible advances. 

For instance, recent research on lower court decision-making processes has 
made tremendous theoretical strides through the application of organizational 
theory (e.g., Flemming, 1982; Nardulli, 1978). Rather than some ill-formed 
notions of interactions of the various actors in the criminal justice process, 
relatively well-developed conceptual schemes for analyzing the peculiar form of 
collegial decision making of the work group are advanced. Such schemes are 
capable of being generalized to the formally collegial processes of appellate 
court decision making, thereby contributing to theoretical parsimony. Especial- 
ly as such efforts integrate micro-level and macro-level decision making deter- 
minants, as in the pioneering work of Eisenstein, Nardulli, and Flemming 
(1982), the theoretical gains are truly impressive. 

Nonetheless, there are several limitations of extant research that must be 
overcome in future research. These limitations include an excessive reliance on 
description, to the detriment of hypothesis testing; an overreliance on induction 
as a means of developing theory; an aversion to theoretical complexity; a com- 
mitment to idiographic theory; and a lack of cross-level (macro-micro) 
theories. This is not to say that these problems are peculiar to the subfield of 
judicial politics; they exist to a lesser or greater degree in all areas of political 
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science. But without solutions to these problems, it will be difficult indeed for 
any area of the discipline to develop much further. Thus, it is fruitful to 
consider each of these points in greater detail. 

The Pervasiveness of Description 
A considerable proportion of all research on judicial politics, and especially 

of research on the lower courts, is descriptive. Even some work appearing to be 
analytical in focus is actually little more than descriptions of multivariate fre- 
quency distributions. We occasionally think of description as involving 
statements about univariate frequency distributions, but, absent theory, 
statements about multivariate frequency distributions are also simply descrip- 
tions of data. Perhaps the most obvious example of this is the early research on 
judicial decision making that was concerned with scaling judges’ votes. Little 
theory was proposed; instead, patterns, albeit complex ones, in the voting 
behavior of judges were described in some detail. 

It should not be assumed, however, that descriptive research is of no value: 
instead, description is a necessary precursor to the development and testing of 
theory. For instance, the pathbreaking research of C. Herman Pritchett (e.g., 
1941, 1948) did not really advance a rigorous theory of judicial decision 
making. Instead, it presented systematic descriptions of behavioral patterns. 
But without the precision of Pritchett’s description, as well as his penetrating 
insights, the later theoretical work on the problem (e.g., psychometric theories, 
largely associated with the work of Schubert, Spaeth, Tanenhaus, Ulmer, and 
others) might have been long delayed. Moreover, description is itself occasion- 
ally an implicit test of a hypothesis (for instance, descriptions of court case- 
loads over time; see, for instance, Heumann, 1978). Thus descriptive research 
certainly plays an important function in scientific inquiry. 

Yet, ultimately, as is widely recognized, it is essential to move beyond de- 
scription. At the level of the trial courts, for instance, it is unclear that addition- 
al exploratory work is necessary. Decision making in such courts reflects a mix- 
ture of influences from individual-level propensities and from institutional-level 
constraints (formal and informal). Rather than being concerned to describe the 
endless variety of minute variations in local practices, much greater effort 
should be devoted to formalization of theories of individual and organizational 
determinants of processes. The mapping and analysis of these social networks 
is of foremost importance, not the cataloging of interesting but theoretically 
barren nuances in local practices. 

There is perhaps no better illustration of the value, and limitations, of de- 
scriptive research than Heumann’s study (1978) of the processes through which 
actors in the criminal trial courts are socialized to organizational norms and 
values. Heumann’s research provides a number of significant insights into this 
process; as, for instance, in his emphasis on the initiative of the newcomer in 
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learning relevant norms rather than on the desire of the organization to incul- 
cate particular values. His theoretical framework, however, would profit from 
formalization so that more rigorous hypotheses can be deduced and tested em- 
pirically. A great deal of the research on lower courts is of this nature. 

The Paucity of Deductive Theory 
Perhaps the most significant general problem of theory in the study of judi- 

cial and other politics stems from placing greater emphasis on induction than 
on deduction. Not surprisingly, given the descriptive orientation of much of 
our research, theory tends to be inductively derived. Induction is certainly valu- 
able - indeed, the theory buildingkesting process can be thought of successive 
iterations of deduction and induction - but excessive emphasis on induction 
creates a number of problems. First, inductive research contributes to the ad 
hoc character of most judicial politics theory. A plethora of propositions may 
be derived from empirical analysis, but all too rare is the imposition of logical 
structure on the these propositions. Perhaps this is not a natural limitation of 
the inductive approach, but work that collects the miscellaneous empirical pro- 
positions that emerge, that formalizes them, and that embeds them in a logical 
structure is extremely ialuable, though all too uncommon. And of course with- 
out the formalization of theory, it is impossible to proceed to the deduction of 
nontrivial hypotheses that can be empirically tested. 

And because the research design typically precedes theory, induction does 
not generate rigorous or comprehensive theory. It is rarely possible to discount 
alternative explanations, because they have not been anticipated and the proper 
data have not been collected. Especially when inductive research is combined 
with a nonscientific epistemology and methodology, the utility of the theory 
generated is limited. 

Finally, the existence of enormous quantities of measurement error (see 
below) makes induction a difficult process. It is hard enough to identify pat- 
terns in data uncontaminated by random and systematic error. The presence of 
such error makes induction perilous and arduous. 

It is not difficult to provide illustrations of the limitations of induction. For 
instance, almost all research on the social backgrounds of judges is subject to 
this problem, Typically, such research proceeds with little advance theory, in- 
stead collecting data on every variable available. After correlations of every- 
thing with everything are calculated, post hoc efforts at theory building take 
place and a host of essentially bivariate propositions is derived. The final step in 
the process, the linking of these propositions together within a logical frame- 
work, rarely takes place, however. Thus, social background studies have gener- 
ated precious little formal socialization theory capable of generating testable 
hypotheses. All too frequently this is the fate of inductive research. 
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Unfortunately, there is a substantial amount  of  affection for  inductive ap- 
proaches t o  the study of  judicial politics, especially a t  the lower court level. As 
Malcolm Feeley, one of  the leaders in the area, asserts: 

Comparative analysis implies a deductive research strategy, elaborating on a typolo- 
gy, testing hypotheses, or applying a theory. At a minimum, it requires advance 
knowledge of relevant factors, for it must impose requirements on the data collection 
so that the data will be truly comparable and the variables operationalized in equi- 
valent fashion. I am not convinced that current knowledge of criminal court pro- 
cesses is well developed, and unless or until there is a substantial body of carefully 
drawn descriptive and inductive research on which typologies can be drawn and until 
classifications are made, the benefits of an analysis of a single setting may be as 
great, if not greater than, those of comparative studies. (Feeley, 1979, pp. xvi-xvii, 
emphasis in original) 

And:  

Most students of the criminal court process agree that the operations of the criminal 
courts are shaped by little-understood factors, and that decisions are made as a con- 
sequence of an uncharted, complex, and interdependent set of relationships. Both of 
these factors militate against a comparative approach which by definition must 
impose at the outset a developed framework on the research. While there have been a 
number of studies comparing outcomes in several court settings, by and large these 
have been superficial reports which did not convince even their authors that they ade- 
quately controlled for major relevant factors. (Feeley, 1979, pp. xvi, emphasis in 
original) 

To the extent that [the analysis provides a general explanation, one that maintains an 
interest in and focus on the generic rather than on the particular] . . . the researcher 
undertaking a study of a single setting or a single institution has no need to apologize 
for not adopting the hallmark of social science, comparative analysis, and in fact 
may be able to make the claim that, unfettered by the constraints of predetermined 
data collection requirements, he [or she] is freer ;o pursue general theory. (Feeley, 
1979, p. xvii) 

Thus,  if “theory” requires logically interrelated sets of  propositions f rom 
which nontrivial hypotheses can be deduced, then there is a paucity of  theory 
about  judicial politics. The components o f  many  judicial politics theories are  
frequently inductively derived, logically unconnected propositions. Formaliza- 
tion of  such propositions is quite difficult, but  quite useful. Perhaps, however, 
as  descriptive/inductive research accumulates a t  a rapid pace (e.g., Eisenstein 
and Jacob,  1977; Heumann, 1978; Utz, 1978; Mather ,  1979; Feeley, 1979; and 
Flemming, 1982), it will be possible t o  devote greater research attention t o  more 
deductively oriented research. 

The Comprehensiveness of Theory 
There a re  some notable undertakings aimed a t  expanding the comprehen- 

siveness o f  extant theories of  judicial politics. A t  the level o f  the appellate 
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courts, Ulmer’s (1972, 1978) modeling of certiorari and merit decisions by 
judges of the U S .  Supreme Court represents an effort to bring together several 
different theoretical strains. Similarly, Baum’s (1977) research on the Califor- 
nia Supreme Court develops a quite sophisticated, multistage decision making 
model. Other examples could easily be noted (e.g., Eisenstein et al., 1982). 
Generally, though, comprehensive modeling is the exception. 

Elsewhere I have argued that it is possible to construct a fairly comprehensive 
model of decision making from the variety of seemingly competitive decision 
making theories (Gibson, 1983). Basically, “judges’ decisions are a function of 
what they prefer to do, tempered by what they think they ought to do, but 
constrained by what they perceive is feasible to do” (Gibson, 1983, p. 9). This 
simple proposition is capable of integrating attitude theory, including theories 
linking attitudes to case stimuli, or “cues,” role theory, and theories of institu- 
tional, or “organizational,” constraints on decision making. And the resulting 
integration clearly is a cross-level theory, considering as it does case stimuli, 
individual-level propensities, and institutional or contextual attributes. 

Once this model of decision making is fully articulated, it becomes a fairly 
simple matter to link it to a host of interesting political problems. For instance, 
the political opportunity structure, as well as the formal and informal incen- 
tives provided by selection and recruitment systems, are terribly important in 
terms of selecting candidates with particular role orientations and/or socializing 
newcomers to particular value positions. There is a feedback loop involved as 
well. To the extent that the role orientations of judicial actors, for instance, 
encourage representative behavior on the part of these actors, citizen percep- 
tions of and support for judicial institutions may be affected. After all, the 
“IMPEACH EARL WARREN!” road signs of the 1960s and 1970s were am- 
ple evidence of this feedback loop. Although there are many details of a 
comprehensive model that must be worked out, and a variety of hypotheses 
that need testing, the rough contours of such a model are at least discernible. 

The problem of models that are not fully specified is not just an esthetic 
problem; instead, it leads to the extremely serious statistical problem of specifi- 
cation error. Statistical (and theoretical, for that matter) analyses that do not 
incorporate all relevant influences on the dependent variable are subject to bias 
in the estimates of the effects of the independent variables on the dependent 
variables. Because it is so unusual to understand or anticipate all or even most 
of the major determinants of key dependent variables, specification error is no 
doubt rife in empirical research on judicial politics, as it is in all other areas of 
political science. 

Spuriousness is also a problem, as apparent in research on the effects of race 
on outcomes in criminal cases (e.g., Hagan, 1974). As a further example, it has 
been reported that prior prosecutorial experience is associated with more con- 
servative decisions by judges (e.g., Tate, 1981). Does this mean that something 
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about being a prosecutor influences the values of lawyers, making them more 
conservative? Perhaps not. It is possible that more conservative lawyers are 
attracted to prosecutorial positions, so that attitudes determine both the career 
experience and the decisions of judges. Thus, the relationship between prosecu- 
torial experience and decisions would be spurious in the classical sense, with the 
direction of causality being misspecified in the original formulation. Finally, it 
must also be noted that theoretical completeness implies that the possibility of 
complex, nonlinear relationships has been considered. I will discuss this issue in 
greater detail below. 

Thus, extant theories rarely purport to be comprehensive, making tests of 
critical hypotheses impossible, and resulting in large amounts of specification 
error. Although there has been considerable improvement over the simplistic, 
largely bivariate empirical models used in the past, complex, multivariate rela- 
tionships ought to be more frequently modeled. 

Nomothetic Theory 
The generalizability of theory, as distinctive from the generalizability of em- 

pirical findings, is an issue that is rarely confronted by scholars of judicial poli- 
tics. The generalizability of theory goes to the problem of the uniqueness of 
judicial phenomena; that is, whether it is necessary to develop theory that 
recognizes peculiarities of different court systems, the lower and appellate 
courts, and judicial and nonjudicial institutions. This question of uniqueness is 
directly associated with the role of comparison in scientific inquiry. 

Scientific inquiry may incorporate in its objectives and methods one of two 
conflicting assumptions about the “knowability” of empirical phen~mena .~  
This conflict centers on the question of the likelihood of developing general 
lawlike propositions about political processes. The first, the idiographic ap- 
proach, asserts that 

social science statements cannot be universally true because the interaction of various 
characteristics within each [institution] creates unique, or at least varying, patterns of 
determination relative to each [institution]. Therefore, the identification of the [insti- 
tution] in which a given phenomenon occurs is part of its explanation. In this ex- 
treme version of this position no general statements applicable across [institutions] 
are possible, and all social science statements must be confined to particular [institu- 
tions] (Przeworski and Teune, 1970, p. 7). 

In the other view, the nomothetic, a fundamental similarity is assumed: “ifall 
relevant factors were known, then the same multivariate statement would yield 
a deterministic explanation regardless of time and space” (Ibid., p. 7). Little is 
thought to be unique, although it is acknowledged that a deterministic model 
would be very, very complex. Thus, the two approaches differ in their assump- 
tions about the fundamental similarities and dissimilarities of political 
phenomena. 
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Although this debate cannot yet be resolved by reference to empirical data, 
the nomothetic approach has two distinct advantages. First, if successful, prop- 
ositions generated under this assumption would have greater explanatory pow- 
er, but not at the expense of parsimony. Further, the nomothetic approach 
does not foreclose, a priori, efforts to identify all relevant variables that might 
account for cross-institutional differences. The idiographic assumption of 
uniqueness does not encourage theoretical completeness; a significant amount 
of unexplained variance is predicted by the model. Thus, the nomothetic ap- 
proach is more compatible with the goals of scientific research. 

In terms of cross-institutional research, this approach also requires accep- 
tance of the “postulate of substitutability”: “lawlike statements are possible in 
the social sciences i f  and only if spatio-temporal parameters are treated as resi- 
dua of variables potentially contributing to the explanation’’ (Przeworski and 
Teune, 1970, p. 25).  That is 

the characteristics of particular [institutions] can be expressed as general variables 
, . . and as such would be applicable across all [institutions]. In fact, whenever there 
is an [institution] specific factor that seems to be necessary for explanation, the con- 
clusion should not be that [institutions] are unique but rather that it is necessary to 
identify some general factors so far not considered. This is indeed the primary func- 
tion of comparative inquiry. (Ibid., p. 13) 

In short, institutional names should be replaced with theoretical constructs to 
account for cross-institutional similarities and dissimilarities. 

Institution-bound theories contribute little to the development of lawlike 
propositions about political processes. This should not be taken as a statement 
that all institutions are necessarily similar. To the extent that they are dissimilar, 
however, it is essential that theoretical dimensions be identified, and that 
institutional contexts be located on the dimensions, thus allowing the explana- 
tion of interinstitutional differences. The identification of appropriate contin- 
ua offers the potential for truly general propositions explaining political 
phenomena. 

A nice example of concern for nomothetic theory can be found in macro- 
level research on litigation rates. For instance, Sarat and Grossman (1975) are 
much concerned to develop a conceptual scheme that allows for the compari- 
son of judicial and other dispute processing institutions. Such work thus treats 
courts as comparable to other political and nonpolitical institutions. 

Many of those who study the lower courts adopt a fairly idiographic posi- 
tion, however. Illustrative of this group is the civil trial court research at the 
University of Wisconsin-Madison. In one of their papers that sought to link 
usage of the civil trial courts with political culture, the authors asserted: 

It is distinctly possible that courts, and the propensity to use them, are not nearly so 
well integrated into the political culture as we have assumed. A political culture ex- 
planation assumes that courts are an integral part of political society, that variance 
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consequently would be expected along political lines and could be explained as a 
function of political variables. But the data we have collected may be pointing in a 
different and unexpected direction. It may be that “courts are courts,” and that what 
they (or at least the civil courts) share in common as participants in the American le- 
gal culture is more important than characteristics of the political environment in 
which they operate. Courts are not autonomous; they are part of a seamless web. 
Nevertheless, it may be that more weight should be given to “court” factors or even 
to random variations in the “local legal culture” or in the behavior of key individual 
actors (Grossman et al., 1982, p. 133) 

There can be no more explicit example of an idiographic approach to theory 
building than is contained in the assertion that “courts are courts.” Aside from 
a lack of parsimony, such a perspective is largely incompatible with the aspira- 
tion toward “covering law” that is common to science. The idiographic per- 
spective is not uncommon among judicial politics scholars. 

There have been a few limited attempts to generalize theory beyond judicial 
institutions. One of the first, and still one of the most innovative, is Danelski’s 
effort (1970) to account for the behavior of Harold Burton as both a U.S. Sen- 
ator and a U.S. Supreme Court justice. More recently, Canon and Baum (1981) 
exhibit concern for developing nomothetic theory in their effort to account for 
differences in the diffusion of innovations across judicial and legislative institu- 
tions. However, such research is rare and there still remains a need for large- 
scale projects aimed at developing cross-institutional explanations of political 
processes. 

Thus, as in so many areas of political science, much of existing theory is of 
suspicious generalizability. This is not simply a limitation on extant empirical 
findings (although the proliferation of case studies makes this a serious prob- 
lem as well), but instead reflects rather weak commitments to the development 
of nomothetic theory. Judicial institutions and processes (especially at the lower 
court level) are too often perceived as in some unspecified sense unique, with 
differences among different court systems, the lower and appellate courts, and 
judicial and nonjudicial institutions being so great as to render them virtually 
noncomparable. 

The Cross-Level Problem 
Little theory in the study of judicial politics is cross-level in nature. That is, 

adequate micro-level theories exist, as do adequate macro-level theories. But 
theory that crosses levels is rare. 

The lack of cross-level theory is sometimes perceived as a more serious prob- 
lem for micro-level research than for macro-level research. Wahlke, for in- 
stance, has been quite critical of micro-level work for its failure to identify rele- 
vant macro-level consequences. In essence, this is close to the allegation that 
micro-level research is not “political” enough. Thus: 
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It is sometimes said that political behavior research is “micro-level” study whereas 
political systems or governments viewed institutionally call for “macro-level” study. 
But, as Eulau has explained, “Commitment . . . to the individual person as the em- 
pirical unit of analysis . . . does not mean that research is restricted to the individual 
person as the theoretical focus of investigation (1963, pp. 13, 14, emphasis 
added). . , . This . . , suggests . . . another point about levels of political analysis 
which is almost universally neglected in political behavior research: political inquiry 
is rooted toward the “macro” end of the continuum, since it is there that the com- 
mon subject matter uniting all political scientists is defined. , , , A political research- 
er can tell what aspects or elements of individual behavior are worth examining only 
by their ultimate bearing on such matters at higher levels of analysis (Wahlke, 1979, 

In short, the political relevance of micro-level research is suspect without cross- 
level linkages to macro-level theory. 

For example, some might disparage micro-level research on decison making 
as having too much psychological content and too little political content. That 
may be a sophist argument, however. Those investigating the interrelationships 
of attitudes and behaviors do so out of the presumption that attitudes cause in- 
dividual-level behaviors, behaviors that are in turn aggregated within institu- 
tional structures to create public policies. Moreover, the origin of attitudes is it- 
self an  important question, thus justifying the study of political socialization. 
At the aggregated level, the distribution of attitudes reflects, in part at least, the 
nature of the selection system and the incentives and disincentives to potential 
participants. At the individual level, political socialization-childhood, general 
adulthood, and socialization to specific institutions-shapes attitudes. The fact 
that participation in legislative institutions constitutes one important and well- 
used pathway to the bench has significant implications for the nature of the 
linkages between judges and their constituents, for public policy, and, ultimate- 
ly, for levels of institutional support. Thus, though it is rare to find a fully spe- 
cified presentation of the model, it is not entirely fair to criticize any particular 
piece of work for failure to make the cross-level linkages. Nonetheless, such 
linkages must at some point be explicitly made. 

Macro-level research may also be criticized for failing to state explicitly its 
necessary assumptions about micro-level processes. More specifically, disem- 
bodied macro-level theory has severe limitations. For instance, 

PP. 13, 15) 

our macro-level theories need to be given behavioral underpinnings, even in instances 
where micro-level data may not be available. In order to pass back and forth between 
the micro and macro levels on a systematic basis it is necessary to state one’s assump- 
tions explicitly, and this, of course, implies that we need micro-level theories to 
justify our macro-level assumptions, and perhaps vice versa. (Blalock and Wilken, 
1979, p. 2) 

Much too little attention, for instance, has been given to the processes that un- 
derlie correlation coefficients. Research on the policy outputs of the United 
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States Supreme Court has shown a relationship between national opinion and 
the policy outputs of the Court (see Dahl, 1957; Adamany, 1973; Casper, 1976; 
Funston, 1975; Canon and Ulmer, 1976). But what micro-level processes might 
reasonably account for this correlation? Are Supreme Court justices acting as 
instructed delegates, basing their decisions on their perceptions of majority 
opinion? If so, how do they learn about public opinion? How do they define 
their constituency. And, perhaps most perplexingly, why do they act that way 
given the freedoms from both electoral sanctions and ambition? Surely Su- 
preme Court justices do not act as delegates; the process must be more com- 
plex. Perhaps the justices are influenced by other national elites or other de- 
partments of the government. But whatever the processes (and some important 
clues are provided by Cook, 1977), the credibility of the macro-level correlation 
between opinion and policy is quite weak unless and until the micro-level 
contours of the process are detailed. 

It is also common to see macro-level research that fails to specify fully the 
micro-level processes involved. For instance, Canon and Baum (1981) exam- 
ined innovations in legal policies by the supreme courts of the American states. 
A mixture of macro-level and micro-level variables is used to predict court in- 
novativeness (using the court as the unit of analysis), and generally they find 
that the dependence of courts on others to initiate litigation makes judicial in- 
novation processes distinctive. However, only cursory mention is made of the 
micro-level processes involved. They assert, for example, that “many modern 
judges have adopted the view that the law should be flexible and responsive to 
social needs, and in doing so they have developed a more favorable attitude to- 
ward doctrinal innovation” (Canon and Baum, 1981, p. 985). This is essential- 
ly a statement about the role orientations of the judges, although the authors 
do not explicitly recognize it as such, and it is far from being fully developed 
theoretically. Canon and Baum present nearly all of the pieces of a cross-level, 
cross-institutional theory of innovation, but in the end they fail to actually inte- 
grate the pieces into a comprehensive theory. 

It  is less difficult to develop and test cross-level theories if one begins at the 
micro level and then moves to higher level influences. As I have argued: 

Individuals make decisions, but they do so within the context of group, institutional, 
and environmental constraints. . . . The key to comprehensive modeling is the indi- 
vidual: that is, comprehensive modeling must begin with the individual decision 
maker as the unit of analysis. At the same time, the analysis must move beyond the 
individual to incorporate contextual effects, But these effects must be modeled 
through the sensory and behavioral modalities of individuals. Perceptions may be in- 
fluenced by reality, but it is perceptions, not realities, that shape the behaviors of 
actors in judicial institutions. Although it may be interesting for some purposes to 
consider the causes of perceptual accuracy and inaccuracy . . . concepts such as 
norms must be given theoretical and operational meaning at the level of the individu- 
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a1 in order to bridge the micro-macro gap. Only in this fashion can cross-level the- 
ories be developed. (Gibson, 1983, pp. 32-33) 

Levin (1977) does just this in his examination of the trial court systems in Min- 
neapolis and Pittsburgh. He is concerned about the micro-level linkage between 
the attitudes and behaviors of judges, about the linkage between behavior and 
policy outputs, and between policy outputs and system support. At the other 
end of the model, he analyzes the manner in which the selection system is 
biased toward those with particular attitudes and values, and ultimately, the 
manner in which the selection system is imbedded in the larger political cultures 
of the two cities. Thus, with great attention to detail, Levin proposes a theory 
that takes us from the system level, to the institution level, to the individual lev- 
el, and back up to the institution and system levels. Though the number of 
cases for much of his analysis is limited (i.e., it is two), Levin’s research is an 
excellent prototype for further work on the courts. 

Thus, cross-level theories of judicial politics are rare, for two distinctive rea- 
sons. First, those doing macro-level research rarely are concerned to specify the 
micro-level processes accounting for macro-level correlations. Second, much 
micro-level research fails to make obvious its macro-level (some might say “PO- 
litical’ ’) consequences. The failure to develop cross-level approaches to judicial 
politics has significantly fragmented theory in the field. 

Summary 
By way of summary, it is useful to identify a piece of research that approxi- 

mates the ideal. There is perhaps no better exemplar than Howard’s 1981 study 
of the U S .  Courts of Appeals. Informed by role theory, a portion of this re- 
search is focused on the individual judge and very self-consciously tests hypo- 
theses about the relationships between propensities and behavior. In addition to 
the micro-level analysis, however, the Courts of Appeals are also analyzed at 
the institutional level, considering the court as the unit of analysis, and inter- 
court relations are examined as well. Thus, there are three levels of analysis: the 
individual judge, the court, and the court system. Moreover, the very explicit 
attention to theory building and testing, as well as careful grounding in extant 
descriptive and theoretical work, is quite laudable. Howard’s research reveals a 
great deal about how decisions are made within these institutions, how the 
institutions maintain themselves in the face of rather severe disintegrative incen- 
tives, and, more generally, how values are authoritatively allocated by the fed- 
eral circuit courts. Thus, this research moves well beyond description: it tests 
hypotheses-at both the micro and macro levels-derived from fairly formal- 
ized theory, with relatively sophisticated multivariate analysis; while treating 
courts as distinctive, but far from unique, political institutions. One might hope 
that future theoretical research on judicial politics emulates this standard. 
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METHODOLOGICAL FOUNDATIONS 

Many of the limitations of the field of judicial politics stem from, or are 
closely associated with, methodological problems. There are virtually no prob- 
lems of methods (by which I mean research design, measurement, and statisti- 
cal analysis) that do not have serious implications for the study of judicial poli- 
tics. Some of the issues arise from peculiarities of the subject matter of the field 
(e.g., the nine-member United States Supreme Court generates a variety of 
small N problems), but most are common to the discipline as a whole. In this 
section I will consider issues of statistical complexity and multivariate analysis, 
research designs, and measurement error. 

Statistical and Theoretical Complexity 
Generally, statistical models of judicial behavior rarely are isomorphic with 

the reality they attempt to explain; instead the models depict processes that are 
unreasonably simplified. At a more abstract level, Blalock and Wilken have 
asserted: 

Our general theories, which are intended to apply to a wide variety of situations, 
must be highly complex, at least in the sense that they allow for possible complica- 
tions that d o  not necessarily arise in each specific application. That is, when we con- 
sider special cases of the general theory we may be willing to assume that certain vari- 
ables are effectively held constant or that they appear with zero coefficients. There- 
fore they may be ignored in these instances, even though in other situations they may 
turn out to be highly important as explanatory factors. . . . [But] a theory that is too 
complex and that introduces too many such unknowns will yield a hopeless situation 
in which none of the coefficients in the equations can be estimated by any 
means. . . . This means that the theorist has to straddle the fence between two desir- 
able characteristics of a theory: realism and testability. The theory can be made in- 
creasingly realistic by adding to its complexity. But at some point it becomes too 
complex to be tested, not just in the sense of becoming unwieldy in a practical way 
but in the more fundamental sense of containing too many unknowns. . . . The only 
resolution to this very real practical problem that we can visualize is through a theo- 
ry-construction process that allows for many more complexities than possibly can be 
handled in any single piece of research. In effect this implies that our theories must 
‘lead’ our data-collection capabilities by a reasonable amount and must be sufficient- 
ly flexible to allow for additional complications introduced whenever measurement is 
crude or highly indirect. . . . Given the more complete and more general theory, a 
critic of any particular piece may then see more easily just where the shortcomings lie 
and how the necessarily incomplete knowledge based on one study may be fitted to- 
gether with that derived from other similarly incomplete studies. This, of course, 
makes the job of the critic much easier, but it also facilitates the process of linking 
the results of diverse pieces of research, each of which may have its own unique com- 
bination of shortcomings. . . . The major point, then, is that from the standpoint of 
the cumulation of knowledge based on individually incomplete empirical studies, it is 
essential to state our theories in such a way that we allow for many more complexi- 
ties than will ever be handled in any single piece of research. (1979, pp. 3-5) 
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Perhaps because judicial politics theories so rarely address complex processes, 
the typical statistical analysis involves little more than the assessment of bivari- 
ate and multivariate linear relationships. 

The origin of modern research on judicial politics was focused on essentially 
a bivariate model of decision making. The widely accepted psychometric model 
of decision making postulates a simple and direct relationship between attitudes 
and behaviors. Only as researchers have changed their focus away from appel- 
late courts, where judges are less accessible and appropriate data much more 
difficult to acquire, has it been possible to develop theories of how attitudes in- 
teract with other factors to predict behavior. The simple proposition that 
judges do what they want to do is no longer tenable given the results of multi- 
variate research. 

Other examples of essentially bivariate models can be found. For years, 
scholars investigated the relationship between defendants’ race and the severity 
of sanctions they receive in the criminal justice process without consideration of 
the possibility of spurious relationships, relationships discernible only through 
multivariate analysis (Hagan, 1974). Even social background analyses, typically 
involving several variables, are essentially “uniconceptual” (if not actually uni- 
variate) in nature. 

Sophisticated statistical analysis is a necessary (albeit not sufficient) condi- 
tion to the development of scientific theories of judicial politics. This is not to 
say that nonquantitative work is useless-it is frequently of heuristic value. Nor 
is it to say that complex (e.g., multiplicative) relationships should be indiscrimi- 
nantly asserted without the guidance of theory. But the complexity of social 
and political reality cannot be understood without the simplicity brought about 
by complex quantification. One of the most significant shortcomings of extant 
research on judicial politics is that it fails to consider relationships that are 
statistically complex. 

There are of course dissenters from this position. For instance, Feeley is quite 
opposed to quantitative analysis of trial court processes. In his “Reflections on 
a Quantitative Approach” (Feeley, 1979, pp. 147-153), quantitative analysis is 
charged with a host of crimes of omission and commission. Basically, though, 
his points are two. First, quantitative analysis is said to focus only rarely on 
processes, instead contenting itself to examine products. Second, that which is 
easily quantifiable is said to be relatively unimportant to understanding the 
criminal courts, while that which is not quantifiable is quite important. In sup- 
port of the first position he asserts that “the criminal process is a complex and 
interrelated series of sanctions, and the severity of punishment at any state may 
be determined in part by what preceded and what may follow it. To look at 
each stage as a wholly separate and distinct decision in isolation from the others 
may fragment the process beyond recognition and in turn account for the 
failure of quantitative studies to explain outcomes at any one stage” (Feeley, 
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1979, pp. 148-149). As an illustration of the sort of influence not typically con- 
sidered in quantitative analyses, he asserts ‘‘in many jurisdictions prosecutors 
develop a ‘feeling’ about the reliability of individual police officers, and this af- 
fects how they respond to their arrest reports” (Ibid, p. 149). Thus, Feeley is 
not at all sanguine that there is profit in the pathway for future research that I 
advocate. 

Feeley’s position deserves several comments. First, processes can be- and 
Feeley is certainly correct that they ought to be-modeled statistically, using 
techniques ranging from path analysis to Markov chains. The product of one 
stage of a process no doubt becomes an input in later stages. This is far from 
being an intractable statistical problem, although complex statistical models are 
required. Second, discounting for a moment issues of feasibility, a host of rela- 
tively “soft” concepts can be, and have been, measured through rigorous, re- 
producible instruments. Eisenstein et al. (1982) have used a rather complicated 
Q-sort procedure in order to derive assessments, or “feelings,” along several 
continua, of nearly all of the participants in the criminal justice processes (in 
nine different jurisdictions, it might be added). Perhaps the “feelings” to which 
Feeley refers could be indicated by a dynamometer, or even physiological mea- 
sures (in the future, at least, perhaps even an unobtrusive physiological instru- 
ment). Third, if taken as a call for the reduction of specification error, Feeley’s 
remarks have my complete support. Model misspecification is a quite serious 
and quite widespread problem. Finally, it should be noted that the apparent 
stimulus for Feeley’s comments was his despair over the “general lack of pre- 
dictive power” of the independent variables considered in his study. My emo- 
tion is similarly one of despair, but my response, as apparent throughout this 
chapter, is to call for greater rigor, greater emphasis on scientific method, quan- 
tification, and theory building as a paliative to the malady we both perceive. 

Thus, a great deal of research still relies on bivariate or relatively simplistic 
and linear multivariate analyses. Specification error, especially that associated 
with the failure to incorporate nonlinear terms into equations, is particularly 
worrisome. Models that are capable of accommodating the complexity of reali- 
ty will benefit greatly our understanding of judicial politics. 

Research Design 
Many of the inadequacies of statistical analysis are actually inadequacies of 

research design. Certainly the failure to control for key variables, and more 
generally, specification error, are just a few of the serious statistical problems 
associated with weak research designs. This problem is greatly exacerbated 
when researchers are forced to rely on secondary data, including data compiled 
by court officials, for analysis. Indeed, although the problem is not so worri- 
some among judicial politics scholars, Warren Miller has recently (1981) 
warned of the possibility of atrophy of research design skills as a result of the 
widespread reliance on secondary data. 
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A host of traditional problems of design plague our field, and Tate (1983) 
provides a comprehensive catalog of them. However, few-except Miller 
(1981)-have shown much concern for the logistics of large-scale projects, and 
only a handful more have voiced reservations about the role of federal funding 
in setting the research agendas of judicial politics scholars. With regard to the 
former, a host of problems, ranging from project administration to personality 
conflicts to mortality and, perhaps most importantly, university structures that 
offer disincentives to such projects, dissuade many from mounting efforts to 
test more comprehensive theories. And to invest a great deal of effort in a single 
large-scale project is a quite risky venture, especially for junior faculty. Much 
more must be done to remove disincentives to large-scale projects. 

The monthly notices from the National Institute of Justice of the Institute’s 
current topic of interest are hardly conducive to the development of a coherent, 
theoretically inspired research program. Though NIJ has funded large-scale 
mulitvariate applied research, its interest in theoretical work is much more lim- 
ited. It is disconcerting to note that the budgets of the Political Science and Law 
and Social Sciences sections of the National Science Foundation were roughly 
3.5 to 4.5 million dollars per year from 1980 to 1984, while the budget of NIJ 
was roughly five times larger each year (Special Feature: Federal Funding for 
Social Science Research, 1983). The comparability of these budget figures is no 
doubt limited, but the conclusion that basic theoretical research is supported at 
a far lower level is certainly accurate. The result is that the efforts of no small 
number of creative scholars have been siphoned off to more practical research. 
Perhaps this is one explanation (in a multivariate theory) of the low develop- 
ment of theory in the study of judicial politics. 

Research designs are too frequently unable to generate data yielding defini- 
tive assessments of hypotheses. Proper research designs will minimize specifica- 
tion error, as well as contribute to the solution of many miscellaneous prob- 
lems, such as overdetermination and the selection of the most effective unit(s) 
and level(s) of analysis. 

Measurement 
The final methodological issue I will address concerns the quality of mea- 

surement that characterizes the study of judicial politics. Three points are devel- 
oped. First, there is very little attention given in published work to issues of 
measurement, with few identifying even the contours of a measurement theory. 
Second, single-item indicators are common, and many instances of simply stip- 
ulating that an indicator measures a concept can be found. Finally, much too 
little attention is given to index construction. Before considering these points, a 
few general comments on measurement error are in order. 

Of the two types of measurement error, systematic and random error, it is 
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sometimes thought that the latter is of little consequence. It is true, for exam- 
ple, that the primary consequence of random error is to attenuate correlation 
coefficients. If the total variance in Y is decomposed into explained and unex- 
plained variance, then random measurement error is a component of the unex- 
plained portion of the variance. So long as it is recognized that the presence of 
measurement error reduces the ability of theoretical variables to account for 
variance, it is sometimes argued, standards can be lowered with little threat of 
misinterpretation of findings, Thus, variables that account for at least 10% of 
the variance in Y are treated as substantively significant, not because 10% is 
such a great amount of variance, but rather because 10% of the total variance 
may be equivalent to as much as 50% of the variance not attributable to mea- 
surement error. 

In statistical terms the above argument is impeccable. However, an impor- 
tant caveat must be raised. When a field is as heavily reliant upon induction as 
judicial politics is, and when measurement error constitutes such a large percen- 
tage of the total variance in the variables of interest, the impact of attenuated 
coefficients is especially severe. Induction involves drawing inferences from 
patterns in the data analysis and as such can be especially sensitive to minor 
and/or trivial perturbations. Like factor analysis, the analyst may fail to recog- 
nize patterns in the coefficients, or be overly sensitive to insignificant covari- 
ance. Furthermore, differences between studies in their findings may reflect 
more differences in levels of measurement error than differences in substantive 
processes. Trying to induce patterns from analyses that differ largely on ran- 
dom grounds is trying, to say the least. Were deductive research the norm, the 
impact would be less severe. Thus, even though random error may not have ex- 
treme methodological implications for all empirical analyses, it can significant- 
ly affect the development of theory. 

Systematic measurement error is quite a different problem. With systematic 
measurement error, the error term e is composed of random variance and sys- 
tematic variance. If the error is in the dependent variable, the systematic com- 
ponent is related to Y (by definition), and the equation predicting Y is misspeci- 
fied. If the error is in the independent variable, then a correlation between the 
error term and the independent variable is necessarily introduced, resulting in 
biased estimates of the coefficients. Under some circumstances (e.g., survey 
data), systematic error may exist in both X and X and may be from the same 
source, thus making the relationship between X and Y partially spurious. Sys- 
tematic measurement error is thus a problem of some considerable moment. 

The concepts of random and systematic errors are closely related to the con- 
cepts validity and reliability. “The amount of random error is inversely related 
to the degree of reliability of the measuring instrument” (Carmines and Zeller, 
1979, p. 13).  Similarly, “invalidity arises because of the presence of nonrandom 
error, for such error prevents indicators from representing what they are in- 
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tended to: the theoretical concept” (Ibid., p. 15). Thus, great amounts of mea- 
surement error directly threaten the validity and reliability of the measures of 
key concepts. 

Despite this, it is not at all common to see explicit attention to measuiement 
issues in research on judicial politics. In spite of fine examples to the contrary 
(e.g., Hogarth, 1971; Nardulli, 1978), measurement receives barely a mention, 
and conclusions are rarely qualified on the basis of measurement error. Perhaps 
this is due to limitations of journal space, but I suspect that many view mea- 
surement as an issue of less compelling import. It may not be essential that 
every piece of research estimate epistemic correlations (e.g., through LISREL), 
but it is necessary that at least the rudiments of a theory of measurement (e.g., 
the common factor model) be reported. 

Perhaps inattention to measurement stems from the generally low quality of 
the indicators we are typically obliged to employ. For instance, it is quite com- 
mon to find single-item indicators of complex concepts. Canon and Baum 
(1981, p. 981) use voting patterns as an indicator of the political ideologies of 
the American states, for example. Ideology, all would agree, is a complex and 
slippery concept, one surely worthy of multiple indicators. Perhaps more signif- 
icantly, though the measure is employed at the aggregate (i.e., state) level, there 
is ample evidence that at the individual level ideology (such as it exists in the 
mass public) is only very weakly related to vote choices (even in the 1936, 1948, 
and 1964 presidential elections). More valid measures, of course, may be pro- 
hibitively expensive to collect, but Canon and Baum offer no discussion of the 
impact of measurement error on their findings. Indeed, from their analysis one 
should not conclude that ideology is unrelated to judicial innovation, but rather 
should conclude that innovation and vote patterns are unrelated. The practice 
of taking a conventional variable and tacking a new conceptual name on it is all 
too prevalent. 

Mention of the problem of index construction must also be made. Without 
multiple indicators, indices cannot be constructed, so current practices are un- 
assailable. But all too often strategies of constructing indices from multiple in- 
dicators are unsound. For instance, it is not uncommon to attach equal weights 
to the components of an index without an explicit justification for doing so. 
The implicit weighting associated with items with unequal means and standard 
deviations is occasionally unnoticed and uncorrected. More rigorous means of 
determining validity coefficients, such as factor analysis, are not common, al- 
though they are certainly becoming more widely accepted. Generally, the typi- 
cal techniques of index construction lag behind the state of the art in social 
science. 

Finally, special note should be taken of the tendency to employ unmeasured 
and perhaps unmeasurable concepts in popular theories of judicial politics. No 
more prominent examples can be identified than that provided by the concepts 
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political or legal culture and organizational norm. Both of these are concepts 
that those working on trial courts find quite attractive. Yet rigorous operation- 
alizations of these concepts are practically nonexistent, and, as a consequence, 
such theories border on nonfalsifiability. Institutional norms can be rigorously 
measured (e.g., Asher, 1973; Kirkpatrick and McLemore, 1977), but to date the 
norms of judicial institutions have not been properly indicated (but see How- 
ard, 1981). 

Explicit concern over the causes and consequences of measurement error is 
all too infrequent, with the result that research findings are often contaminated 
by the effects of error variance. Greater attention to the construction of valid, 
reliable indicators is essential. 

Summary 
Methodological problems abound in the study of politics. Simple statistics, 

and a certain antipathy toward quantitative analysis in general, are not uncom- 
mon. Perhaps the Achilles heel of the field, however, is its inattention to the 
validity and reliability of its measures. Advances in the development of 
theory-both inductive and deductive-will be severely impeded until the level 
of methodological awareness increases. Method does not create theory, but 
method and theory are so intimately interrelated as to contribute equally to the 
scientific study of judicial politics. 

CONCLUDING REMARKS 

Several conclusions or recommendations for future research can be derived 
from this analysis. First, there ought to be much greater attention to the repro- 
ducibility of findings. Science provides a methodology that is easily reproduci- 
ble but, if non-scientific approaches are to be considered, they must be stan- 
dardized to at least some degree, thus allowing falsifiability. Second, the issue 
of reproducibility extends into measurement as well. Careful attention must be 
given to developing reliable indicators of concepts. But reliability, a well-devel- 
oped statistical concept, should not be allowed to detract from the less statis- 
tically well developed concept “validity.” Validity is the sine qua non of empiri- 
cal social science research. Beyond a much greater general self-consciousness 
about measurement, multiple indicators, formal measurement theories, and ap- 
propriate statistical tests will contribute to minimizing error variance in our 
measures. With better measures, inductive theorizing becomes a more attrac- 
tive enterprise, although ultimately the goal of all research ought to be the de- 
velopment of logically interconnected propositions allowing the deduction of 
empirically testable hypotheses. 

There has been considerable progress over the last thirty years in the develop- 
ment of a science of judicial politics. Perhaps with a greater consciousness of 
the epistemological, theoretical, and methodological requirements of social sci- 
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entific research, the next thirty years will move the field even further and at a 
more rapid pace toward the goal of a science of judicial politics. 

Acknowledgments. This chapter is a revision of a paper delivered at the 1983 Annual 
Meeting of The American Political Science Association, September 1-4, 1983. Most 
helpful comments on that paper were received from Burton M. Atkins, Robert A. Carp, 
Beverly B. Cook, David J. Danelski, Roy B. F l e m i n g ,  Sheldon Goldman, Joel Gross- 
man, Doris Marie Provine, and Karen O’Connor. 

NOTES 

1. Wahlke reports that only a small fraction of political science research can be con- 
sidered to be behavioral. Of the over 4000 works considered in the book review sec- 
tion of the American Political Science Review between 1968 and 1977, on average 
no more than 4% per year were behavioral works (another 4%,  on average, were 
quantitative in orientation, but were not behavioral). In terms of articles published 
in the Review, only about one-third per year were behavioral. It might also be 
noted that only 5 of the 180 behavioral articles published in this period were in the 
judicial politics area. On behavioralism generally, see Eulau (1963). 

2. Care must be taken not to confuse the issue of reproducibility with replication. 
Replication has obvious value for scientific inquiry, but, of course, the incentive 
structure of the discipline is stacked against such research. I am not advocating here 
the replication of existing research; instead, I am arguing that research processes 
must be systematic so as to be reproducible, in order to contribute to the ability to 
falsify hypotheses and to the cumulativeness of research. 

3. By empathy the authors mean “the ability to recognize and understand another’s 
point of view without losing one’s own point of view” (Ryan et al., p. 254). 

4. For instance, “we entered the field with working assumptions based upon previous 
research, our own courtroom and legal experiences, and consultation with judges, 
but we believed that the validity of our observations would correspond to how 
whol/y we responded to the events of the judicial work day” (Ryan et al., 1980, p. 
250, emphasis in original). 

5 .  This problem of uniqueness is directly associated with the logic of comparison. Be- 
cause cross-national research has been most explicitly self-conscious about its 
methodological and epistemological foundations, this argument parallels very 
closely the thinking in that area, and in particular, the work of Przeworski and Te- 
une (1970). In order to demonstrate the ease with which the cross-social system ar- 
gument can be adapted to cross-institutional research, all of the quotations from 
Przeworski and Teune substitute the word “institution” for the word “social sys- 
tem” used in the original. 
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CHAPTER 8 

THE POSITIVE THEORY OF HIERARCHIES 

Gary J .  Miller a n d  Terry M. Moe 

So far, positive political theory has not contributed much to our understanding 
of public bureaucracy. In part, this is due to the unsympathetic treatment that 
rational modelling has received from students of public administration. Com- 
pared to other areas of political science, public administration is known for its 
emphasis on normative and practical concerns, its traditional modes of analy- 
sis-and its lack of theoretical progress. The other side of the coin, however, is 
that positive theorists have not really made much of an effort to develop theo- 
ries of bureaucracy. Their concerns have generally centered around two basic 
mechanisms of social choice, voting and markets. They have devoted little sys- 
tematic attention to a third mechanism that is clearly of pervasive importance 
for an understanding of how societies and other aggregates make collective de- 
cisions. This third, relatively unexplored mechanism is hierarchy. Movement to- 
ward a positive theory of hierarchies would fill a serious gap in the social choice 
literature, while at the same time making a theoretical contribution that strikes 
to the essence of public bureaucracy, indeed of all organizations. 

In fact, significant steps toward a positive theory of hierarchies have very re- 
cently been taken, but by economists, not political scientists. In small numbers, 
of course, economists began to make contributions to the study of bureaucracy 
some time ago, notably with the pioneering works of Downs (1966), Tullock 
(1965), and Niskanen (1971). But the new wave of theoretical work is different. 
Grounded in recent attempts to move beyond the neoclassical theory of the 
firm toward a theory of economic organizations, it is already a large, complex 
body of literature that is the focus of innovation and excitement among a grow- 
ing number of economists, and it reflects an unusual degree of theoretical co- 
herence and cumulative effort. 

Our central purpose in this chapter is to provide political scientists with an 
overview of the new economics of organization, stressing its most basic con- 
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cepts and theoretical arguments. First, we focus on the heart of this new tradi- 
tion, work that is oriented by a distinctive approach to the study of organiza- 
tions: a contractual perspective on organizational relationships, a theoretical 
focus on hierarchical control, and formal analysis via principal-agent models. 
Second, we explore a far less developed component of the new economics of 
organization, axiomatic social choice theory, highlighting areas of overlap and 
suggesting its promise for organizational analysis. 

THE NEW ECONOMICS OF ORGANIZATION 

The neoclassical theory of the firm is not in any meaningful sense a theory of 
economic organization. It centers around the entrepreneur, a hypothetical indi- 
vidual who, by assumption, makes all decisions for the firm and is endowed 
with a range of idealized properties defining his knowledge, goals, computa- 
tional skills, and transaction costs. Virtually all aspects of business enterprise 
that organization theorists find interesting and consequential, from formal 
structure to social context and worker psychology to bounded rationality, adap- 
tive search, and goal conflict, are thereby assumed away. The model firm is 
simply a black box that produces optimal choices automatically as a function of 
any given environment. 

Similarly, the more general theory of perfect competition is not in any mean- 
ingful sense a theory of competition. Industries are assumed populated by large 
numbers of firms that take prices as given and make choices without any refer- 
ence to the behavior of others. The interactive, highly strategic process we ordi- 
narily associate with competition is entirely missing, as are the organizational 
forms and market-structuring devices such as vertical integration, tie-in sales, 
and resale price maintenance that firms often adopt in responding to the uncer- 
tainties, externalities, and transaction costs inherent in actual competitive envi- 
ronments. As Demsetz (1982) has suggested, it is less a theory of perfect com- 
petition than a theory of perfect decentralization-that is, a theory of how 
atomized decisional units, without any mechanism of central coordination oth- 
er than the free-market system of prices, can produce outcomes that are opti- 
mal for the collective. The lessons learned are lessons about prices and markets, 
not about competition. 

These models are easily criticized. But this is not new or even very disturbing 
for mainstream supporters of neoclassical theory, since the theory was never in- 
tended to be realistic in its assumptions nor to be descriptively accurate in its 
micro-level implications for individuals and organizations. Its development 
and use by economists over the years have generally been grounded in its value 
in generating formal implications for market prices and outputs, resource allo- 
cation, equilibria, and other aggregate properties of economic systems. These 
reflect, in some sense, the underlying purpose of neoclassical theory, and as- 
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sumptions about the firm and perfect competition are vehicles by means of 
which this end is pursued. The explanation of organizational behavior is simply 
a different purpose calling for a different approach-perhaps a modification 
and extension of neoclassicism, perhaps a rejection of it. 

An Early Departure from the Neoclassical View of the Firm 
Much of the economic theory of organizations has emerged in the last ten 

years or so, and a good part of this new work is the product of writers whose 
methods and theoretical orientations are largely consistent with neoclassical tra- 
dition. Nevertheless, the origins and basic themes of the new economics of or- 
ganization have been shaped most fundamentally by the pioneering views of an 
early dissenter from the neoclassical theory of the firm: Ronald Coase. Coase 
was among a diverse group of economists who contended that an understand- 
ing of economic activity required systematic inquiry into the institutional con- 
text in which such an activity takes place. While others emphasized legal institu- 
tions (Commons, 1934), Coase focused on the firm itself. In his classic article, 
“The Nature of the Firm” (1937), Coase raised a fundamental question: why 
do these organizations exist? Specifically, why do economic agents in real eco- 
nomic contexts tend to arrange themselves hierarchically and coordinate their 
decisions via central authority rather than relying upon voluntary exchange and 
the automatic coordination provided by the market? 

His answer-that hierarchy is often more efficient-is unsurprising, but far 
less important than the way he goes about constructing it. He notes that real- 
world production processes of any complexity generally involve numerous 
transactions among owners of capital, labor, land, specialized knowledge, and 
other inputs, and that these transactions are costly. In a hypothetical world in 
which all production is carried out purely by means of market relationships, 
transaction costs of two types are particularly important. First, an agent inter- 
ested in arranging for the production of a good must somehow learn the myri- 
ad prices of relevance to the transactions he enters into, thus suffering the costs 
of information gathering and evaluation. Second, he experiences costs-due to 
informational problems, haggling, strategic noncooperation, delays, etc. -pre- 
paring for, negotiating, and concluding separate contractual agreements for 
each transaction. Rational economic agents will naturally seek to minimize 
these transaction costs. The thrust of Coase’s argument is that many such costs 
can often be eliminated or substantially reduced by shifting to an alternative, 
nonmarket arrangement that internalizes various of the agent’s transactions 
with factor owners and alters his contractual arrangements with them: 

For this series of contracts is substituted one . . . whereby the factor, for a certain 
remuneration (which may be fixed or fluctuating) agrees to obey the directions of an 
entrepreneur within certain limits. The essence of the contract is that it should only 
state the limits to the powers of the entrepreneur. Within these limits, he can there- 
fore direct the other factors of production. (Coase, 1937, p.391). 
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Thus emerges a rudimentary economic organization, the firm, centrally char- 
acterized by the authority relation and the hierarchical direction of production. 
The driving force behind its emergence is efficiency. Economic agents arrange 
production within firms-that is, they substitute authority relations for market 
relations-in order to reduce transaction costs and thereby produce more effi- 
ciently. Firms only emerge when this condition is met, and they will only ex- 
pand up to the point where the cost of an additional transaction within the firm 
begins to exceed the cost of the same transaction in the market. In equilibrium, 
some transactions will therefore be internalized within firms of various kinds 
and sizes, and some will be left to the market. 

Coase’s article was, in his own words, “much cited and little used” (Coase, 
1972) for more than thirty years after its publication. With the new wave of 
studies in the 1970s, however, it was effectively resurrected as a major source of 
theoretical ideas that, perhaps more than any other, has shaped the conceptual 
foundations and research directions of this emerging body of works on organi- 
zations. Several of his notions have proved especially influential: (1) Economic 
organizations are best understood by comparing their efficiency to that of the 
market. (2) In the real world, which is clearly not characterized by perfect com- 
petition, perfect information, or frictionless exchange, economic activities and 
alternative organizational arrangements are best understood in terms of the 
transaction costs inherent in any system of exchange relationships among ra- 
tional individuals. ( 3 )  These relationships are essentially contractual in na- 
ture, and the firm is best understood as founded upon a distinct kind of con- 
tractual arrangement, the authority relation. Thus, in their earliest coherent 
statement, we have three central components of the new economics of organi- 
zation: markets versus hierarchy, transaction costs, and the contractual nature 
of organizations. 

The Emerging Paradigm 
Modern work in this tradition was stimulated by Alchian and Demsetz’s sem- 

inal article, “Production, Information Costs, and Economic Organization” 
(Alchian and Demsetz, 1972).’ They argue, as Coase did, that the particular or- 
ganizational (contractual) arrangement we identify with the capitalist firm is a 
more efficient productive mechanism than alternative contractual arrange- 
ments occurring purely within the market, and that the existence of firms can 
be derived logically from an analysis of the rational behavior of economic 
actors. But while their argument could be couched in the general terms of trans- 
action costs, their theoretical focus is more narrowly defined-and, many 
would say, more interesting and consequential because of it. Specifically, their 
focus is on the “shirking-information’’ problem, and their claim is that the 
firm exists because it provides a better solution to this problem than markets 
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do. A brief review of their argument offers us an opportunity to introduce a 
number of ideas. 

Alchian and Demsetz note that for complex production processes there is 
typically a gain from cooperation. Teams of input owners (including those who 
only own labor) can produce more in cooperation with one another than sepa- 
rately, and this gives rational agents an incentive to coordinate their actions. Yet 
team production also suffers from a peculiar problem. Precisely because of the 
complex interdependence of tasks and their frequent remoteness from 
organizational output, the marginal products of individuals are difficult and 
perhaps impossible to determine; thus, in the absence of mechanisms for 
monitoring each individual’s behavior, they cannot reward one another 
according to individual impacts on output. Division of the team’s surplus 
among its members, then, must proceed according to some other rule-equal 
sharing, for example-that does not depend upon knowing each person’s 
productive impact. It happens, however, that this induces a distinctive kind of 
reactive behavior among the members themselves: shirking. 

Each individual knows that his effort has some impact on the team’s reward, 
but that this reward is split among all members; thus, while he bears the full 
cost of his effort, he receives only part of what his effort produces. On the oth- 
er hand, when he shirks by reducing his effort expenditures, the savings in ef- 
fort accrue only to him and the resulting losses in team reward are borne largely 
by others. A fundamental asymmetry therefore characterizes the structure of 
incentives, and each member will tend to find it in his own best interests to en- 
gage in some degree of shirking. Team production and rewards fall as a result, 
and each member may actually be worse off than if no one had shirked from 
the outset. 

While they may realize that their collective fate is suboptimal, that will not in 
itself allow them to solve the problem: they are trapped in what is essentially a 
prisoner’s dilemma. Their cooperative effort is plagued by a public goods prob- 
lem (where the public good is team reward) that promotes free-rider behavior 
(shirking) among members. The problem is a reflection of underlying externali- 
ties: for each individual, the fact that others benefit from his productive effort 
is external to his decision calculus, and he therefore chooses more leisure than is 
socially (for the team) desirable. 

In view of this, how can member shirking be reduced? Alchian and Demsetz 
argue that the usual market mechanisms-e.g., allowing outsiders to bid for 
shirkers’ places on the team-will not work, since bidders cannot know who 
the shirkers are and, worse, bidders would also have incentives to shirk once 
they join the team. On the other hand, if information could somehow be 
gained on the marginal products of individual members, they could agree to be 
rewarded on this basis. Externalities would thereby be reduced, and everyone 
would be made better off as a result. Thus, the way to mitigate the shirking 
problem is to monitor the productive efforts of team members. If monitoring 
were perfect, each individual’s marginal product could be known with certain- 
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ty, and shirking could be completely eliminated. This outcome is impossible in 
practice, however, because monitoring is costly. The best the team can do is to 
invest in monitoring up to the point where its marginal costs begin to outweigh 
the marginal benefits from reduced shirking. Some degree of residual shirking 
is thus both rational and to be expected. 

How can monitoring be carried out most efficiently? To avoid hierarchy, 
members could rotate the job of monitor among themselves; but they would 
then lose the substantial efficiencies of specialization. A better alternative is to 
hire an outsider or to appoint a team member to be a full-time monitor. This al- 
lows for specialization, but points to still another question: who will monitor 
the monitor? Because his marginal product will be unknown, he will also have 
an incentive to shirk and thus to monitor less efficiently than he otherwise 
might-which implies, in turn, that member marginal products will be mea- 
sured improperly, and member resources will be misallocated. Given that the 
monitor’s role is uniquely critical to the efficiency of all other members, the key 
to team efficiency is to ensure that the monitor has rational incentives to do his 
job efficiently. The best way to do this, Alchian and Demsetz argue, is to give 
him marketable title to the team’s rewards and to establish him as central con- 
tracting agent with all its members. He would then pay members their esti- 
mated marginal products, based on bilateral contracts between him and each 
member, and keep the remaining amount as personal income. This new status 
clearly enhances his incentives to monitor efficiently. It also gives him both the 
incentive and the authority to adjust payments in accordance with observed 
productivity and to make changes in team membership in the interests of higher 
team rewards. Moreover, this is an arrangement that all rational team members 
will tend to favor-for it promises to make them all better off by mitigating the 
shirking problem. The hierarchical relationship that results is not one of fiat 
or dominance, but a contractual quid pro quo into which they all voluntarily 
enter, in pursuit of greater gain. 

Alchian and Demsetz thus go well beyond Coase in demonstrating why fac- 
tors overlooked by the neoclassical model in fact operate to provide a rational 
foundation for economic organization. In the process, they put the contractual 
framework to use in developing innovative ideas-notably, the centrality of the 
shirking-information problem-that point the way toward new lines of organi- 
zational inquiry. In particular, their perspective has obvious promise in applica- 
tion to issues of organizational management and control, and indeed to a vast 
range of theoretical questions surrounding the superior-subordinate relation 
characteristic of all hierarchies. For their logic implies that hierarchy, monitor- 
ing, incentives to shirk, and member productivity are integrally bound up with 
one another, Thus, while their analysis is explicitly about firms, it rests on theo- 
retical foundations that capture something inherent in organizational and hier- 
archical behavior generally. It would appear that this broad analytical scope, 
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combined with their implicit acceptance of the optimization model, largely ex- 
plains the interest and enthusiasm their article has generated. For the first time, 
economists had a theoretical perspective that rivalled Simon’s behavioral para- 
digm in organizational relevance without straying too far from neoclassical 
foundations, 

Subsequent work further generalized the Alchian-Demsetz perspective by 
emphasizing that contractual relationships are fundamentally shaped by incom- 
plete information, especially when asymmetrically distributed across the con- 
tracting parties, and conflict of interest. Together, these core components offer 
a broader explanation of the shirking-information problem that is not tied to 
teams or production inseparabilities. More importantly, they also provide a 
more powerful framework for the analysis of hierarchical control, one with 
clear links to information economics, game theory, and other areas of the 
discipline. 

We can briefly illustrate the nature and utility of this general framework by 
considering two concepts that have become central to the literature: adverse se- 
lection and moral hazard. Both emerged from early applied work on insurance 
and were incorporated into the modern work on information and organization 
in recognition of their much broader theoretical significance. Adverse selection 
derives from unobservability of the information, beliefs, and values on which 
the decisions of others are based. 

Consider an example from the employment relation, in which an employer 
seeks applicants for a marketing research position requiring independent, crea- 
tive work. While he would like to attract highly qualified and motivated indi- 
viduals, he cannot know any given applicant’s true intelligence, aptitude, or 
work habits. What he can do is to proceed on the basis of rough indicators, like 
education or job background, thus declaring his willingness to pay a certain 
price for individuals who are nominally qualified according to these indicators; 
the price is in effect a statistical average, reflecting both the estimated implica- 
tions of the indicators for productivity and the estimated varition in productivi- 
ty across all individuals who qualify. The individual evaluating this price, on the 
other hand, does know his own qualifications and work habits. If  he is in fact 
highly intelligent, creative, and motivated, he will tend to find that the employ- 
er’s proxy-based price understates his true economic value. If he is in fact quite 
lacking in all these desirable traits but still meets the formal proxy require- 
ments, he will tend to find that the price overstates his true economic value. The 
latter type of individual is thus likely to view the job as an opportunity, while 
the former is likely to look elsewhere, especially for “better” jobs whose proxy 
categories are either more finely measured or simply pitched at a higher level. 
In addition to all of this, individuals who happen to place high value on leisure 
are likely to find this job particularly appealing, because supervision is minimal 
and productivity is difficult to measure; high productivity individuals, in con- 
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trast, will find the measurement problem a negative factor, since they want their 
true productivity to be observed and rewarded. 

Because the employer cannot in general know each applicant’s true “type,” 
whereas the applicants themselves clearly do, his recruitment effort will tend to 
suffer from adverse selection: he will attract a disproportionate number of low- 
quality applicants. Moreover, even though he and the best of these applicants 
share a common interest-he wants to hire the best, and the best wants to be 
hired-this may not ease his problem, for the asymmetry remains. He cannot 
know for sure which applicant is truly the best, and the best applicant cannot 
credibly offer the truthful self-assessment that he is in fact superbly qualified, 
because all individuals have incentives to make the same sorts of claims in order 
to get the job. 

Moral hazard arises from the unobservability of actual behavior in the ex 
post contracting situation-here, after an applicant has been hired. The em- 
ployer cannot know for sure to what extent the individual is productive and in- 
stead must ordinarily rely upon proxies; e.g., quality of reports, timeliness, dili- 
gence, and responsiveness. The individual then has an incentive to redirect his 
efforts towad the proxy measures (a phenomenon called “goal displacement” 
in the sociology of organizations), rather than pursuit of the abstract goals im- 
plicit in the employment contract; and he also has an incentive to substitute lei- 
sure for productive effort, since the unobservability of his inputs allows him to 
achieve the benefits of additional leisure at low cost (the expected cost of being 
detected). Shirking behavior, therefore, is an aspect of moral hazard, with the 
incentive to shirk deriving from underlying information asymmetries. 

Moral hazard and adverse selection are general problems whose potential is 
inherent in all contracting and hierarchical relationships. As theoretical con- 
cepts, they are particularly valuable for understanding situations in which one 
party seeks to achieve certain outcomes (such as profits) by relying on and con- 
trolling the behavior of another. These, of course, are the essence of organiza- 
tional analysis, whether the substance has to do with decentralization, division 
of labor, formal rules, structure, communication, or ownership versus con- 
trol-and all, because of information asymmetries, are shaped by moral haz- 
ard and adverse selection. 

Consider what happens, for instance, when organizations decentralize. Tasks 
and authority are delegated to lower-level units in the expectation that they will 
use their specialized knowledge and productive capabilities to contribute to- 
ward organizational ends; but the inevitable information asymmetries create in- 
centive problems. An upper-level unit soliciting policy inputs from lower-level 
units will pay the price of adverse selection, since only the lower-level units 
know what information their inputs are based upon, and they can use that to 
their own advantage, Similarly, a superior unit trying to increase a subordinaLe 
unit’s productive efficiency will have to grapple with the problem of moral haz- 
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ard, since the observability of productive behavior is asymmetrically distributed 
in the latter’s favor. To take another example, consider the relationship between 
stockholders and managers. This is a variation on the same theme: stockholders 
want to control managers in the interests of profits, but managers tend to pos- 
sess far better information both about actual organizational behavior (includ- 
ing their own) and about the technical and cognitive grounds on which propo- 
sals are formulated and adopted, which leads, once again, to adverse selection 
and moral hazard problems for stockholder control efforts. 

Across these and other organizational areas, therefore, the economic analysis 
of organizations tends to center on certain common questions having to do 
with the incidence and content of information asymmetry, why the asymmetry 
exists, what it implies for contractual outcomes, and how the asymmetry or its 
consequences can be mitigated. Theoretical inquiry into these questions takes 
diverse forms, but one analytical framework is so eminently well suited to the 
task that it has emerged over the years as the dominant model within the new 
economics of organization: the principal-agent model. Initially developed to in- 
vestigate more general questions of incomplete information and risk-sharing 
(Ross, 1973; Spence and Zeckhauser, 1971), its relevance for explicitly organi- 
zational analysis was quickly recognized, and applications to the central issues 
of organization theory are growing (Jensen, 1983). 

The principal-agent model is an analytical expression of the agency relation- 
ship, in which one party, the principal, enters into a contractual agreement with 
another, the agent, in the expectation that the agent will subsequently choose 
actions that produce outcomes desired by the principal. Examples of agency 
relationships are legion: lawyer- client, doctor - patient, broker - investor, 
politician-citizen, and most generally, employer-employee. As these examples 
tend to suggest, a principal may seek out an agent for various reason. Often he 
may lack specialized knowledge or legal certification that the agent possesses, 
and sometimes the size or complexity of the task simply requires coordinated 
action by persons other than himself. But given some motivation for relying on 
the actions of an agent, the principal’s decision problem is far more involved 
than simply locating a qualified agent-for there is no guarantee that the agent, 
once hired, will in fact choose to pursue the principal’s best interests or to do so 
efficiently. The agent has his own interests at heart, and is induced to pursue the 
principal’s objectives only to the extent that the incentive structure imposed in 
their contract renders such behavior advantageous. 

The essence of the principal’s problem is the design of just such an incentive 
structure. The difficulty, of course, is that information about the agent’s ac- 
tions and the inputs on which they are based is not only imperfect but skewed in 
favor of the agent, yielding adverse selection and moral hazard problems that 
must somehow be mitigated. The design of an efficient incentive structure is 
thus bound up with the development of monitoring systems as well as mechan- 
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isms for inducing the agent to reveal as much of his privately held information 
as possible. The principal must weave these interrelated components into a con- 
tractual framework that, in mitigating the informational asymmetries and 
structuring rewards, prompts the agent to behave as the principal himself 
would under whatever conditions might prevail. 

The logic of the principal-agent model, therefore, immediately leads us to 
the theoretical issues at the heart of the contractual paradigm: issues of hierar- 
chical control in the context of information asymmetry and conflict of interest. 
It is a natural framework for the economic analysis of organizations of all 
kinds, and adherents are enthusiastic about its ‘promise. Thus: 

The problem of inducing an “agent” to behave as if he were maximizing the “princi- 
pal’s’’ welfare is quite general. It exists in all organizations and in all cooperative 
efforts. . , , The development of theories to explain the form which agency costs 
take . . . and how and why they are born will lead to a rich theory of organizations 
which is now lacking in economics and the social sciences generally. (Jensen and 
Meckling, 1976, p. 309) 

The advantage of a simple analytical framework is that organizational issues 
can be cast in a clear, rigorous manner that allows for the application of con- 
ventional economic methods. A corresponding disadvantage, however, is that 
such a framework sometimes encourages highly complex mathematical treat- 
ment of increasingly trivial problems; form may triumph over substance, with 
analytical concerns taking on lives of their own that have little to do with the 
explanation of empirical phenomena. 

The principal-agent literature reflects both these positive and negative forces. 
On the negative side, much of the current literature does indeed focus on mat- 
ters of little substantive interest; “authors are led to assume the problem away 
or to define sterile ‘toy’ problems that are mathematically tractable” (Jensen, 
1983, p. 333). The inherent substantive complexity is magnified rather than 
simplified by many of these efforts, and it is often unclear that theoretical pro- 
gress has much to do here with arriving at better explanations of truly interest- 
ing types of organizational behavior. The real danger, critics would argue, is 
that the economics of organization will ultimately go the way of mainstream 
neoclassicism, with analytics and methods clearly dominating substance. This 
would be the ultimate irony-for this new area began, after all, as an effort to 
put realism and substantive relevance back into microeconomic theory. 

Yet the principal-agent literature has clearly enhanced our understanding of 
hierarchical relationships and represents a major advance beyond the usual so- 
ciological methods of Organizational analysis. In part, this is due to important 
theoretical conclusions-regarding incentive mechanisms for revealing an 
agent’s “type” (Myerson, 1979), the role of signalling and screening devices 
(Spence, 1974), and conditions for the optimality of alternative reward systems 
(Shavell, 1979; Holmstrom, 1979) and monitoring and accounting systems 
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(Baiman, 1982), among others. But it is also due to its demonstrated value in 
clarifying what the relevant aspects of hierarchical relationships are. It cuts 
through the inherent complexity of organizational relationships by identifying 
distinct aspects of individuals and their environments that are most worthy of 
investigation, and it integrates these elements into a logically coherent whole. 

In all likelihood, the contractual paradigm will maintain its central role in 
structuring economic approaches to organization, owing to its linkages to neo- 
classicism. But it will also continue to subsume a great diversity of approaches, 
some of them far more concerned than others with the empirical richness of or- 
ganization. The principal-agent model, ideally suited to the analysis of issues 
striking at the essence of hierarchical relationships, is understandably the major 
means of formal modelling at present, and should become well established as 
an important tool of organizational analysis. Given the countervailing influ- 
ences for substantive relevance, however, and given the broader tasks of organi- 
zation theory, the current fervor surrounding the principal-agent model will 
likely give way in the long run to a more eclectic methodology within which that 
model plays a less pronounced but integral role. 

HIERARCHY AS SOCIAL CHOICE 

While neoclassical theory views the firm as an extension of a single decision 
maker (the entrepreneur), the new economics of organization recognizes that 
firms and other hierarchies are composed of multiple decision makers with plu- 
ral value systems. In other words, it recognizes that hierarchy is a social choice 
mechanism. In this section, we will use social choice theory to examine the im- 
plications of this transformation from hierarchy as dictatorship of the entrepre- 
neur to hierarchy as social choice mechanism. An advantage of this approach is 
that it will embed the theory of hierarchy in a general social choice theory which 
has already been used to integrate and transform the study of markets and vot- 
ing processes. At this writing, very little work has been done along these lines 
(but see Hess, 1983; Hammond and Miller, 1985), and it remains an unfortu- 
nately minor component of the new economics of organization. We hope this 
introductory analysis will help to illustrate its potential. 

The Advantages of Dictatorship 
The neoclassical view of the firm as an extension of a single decision maker 

carries with it the assumption that the firm is a dictatorship. As Alchian and 
Demsetz noted (p. 7 7 7 ) ,  “It is common to see the firm characterized by the 
power to settle issues by fiat, by authority, or by disciplinary action superior to 
that available to the conventional market.” In public administration, the same 
perspective can be traced back to Woodrow Wilson’s classic article calling for 
the importation of the science of administration from European despots. Wil- 
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son’s argument was that once policy was made, whether by democratic or auto- 
cratic means, it could and should be implemented autocratically. Democratic 
politics, in other words, should stop with the formation of legislation, and ac- 
countability required that the implementation of the legislation be carried out 
in a rigorous authoritarian mode, just as the entrepreneur’s decision for a firm. 
With this view of hierarchy as dictatorship, it is possible to assume a set of mu- 
tually consistent desirable traits for the organization. These are as follows. 

1. Nonrestriction of individual preferences. For every possible combination 
of preferences of the individuals in an organization, the organization is capable 
of making some decision. That is, the organization is not stalemated or pro- 
hibited from making a decision because of any zany combination of individual 
preferences you can think of. This trait is clearly desirable because we would 
not like to think that hiring some employee whose personal views are off-beat 
or eccentric would bring the organization to a halt. It is also reasonable, be- 
cause employees are thought to be acting as agents whose actions are con- 
strained by the reward system of their superiors; thus organizational behavior 
should achieve a degree of independence from the preferences of individual ac- 
tors. A dictatorship satisfies this condition because a dictator is assumed to be 
able to make a choice for the organization no matter what the preferences of 
his subordinates. 

2. Unanirnitj or Pareto optirnality. This is the weakest possible “efficiency” 
condition for an organization, where efficiency has to do here with the satisfac- 
tion of member preferences, not with productivity. It requires only that if every- 
one in the organization prefers x toy, then the organization will not select y. 
This condition is met trivially in a dictatorship because, if he prefers x toy, then 
the organization will not select y. (Note: this does not mean that the organi- 
zation must be unanimous to act, which would be a very strong condition 
indeed.) 

3 ,  Independence of irrelevant alternatives. Some voting mechanisms work in 
such a way that by introducing an alternative that is sure to lose, the winning al- 
ternative may be changed. Plurality elections are an example. A dictatorship is 
not manipulable in this way. When a subordinate points out to a dictator that 
pea soup is available for lunch, it does not change the dictator’s preference for 
hamburgers over hot dogs. 
4. Transitivity. This condition has to do with whether the organization makes 

stable, meaningful choices. Majority rule is one choice mechanism that can be 
unstable, since a majority can prefer x toy, y to z ,  and z to x, even with stable 
individual preferences. A legislature or committee can cycle from one alterna- 
tive to another in an unstable way. This problem does not occur with a dictator- 
ship: the dictator’s transitive preferences fix the preferences for the hierarchy as 
a whole. 

These four conditions seem to be so obviously desirable as to be boring. 
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There is not one condition that Woodrow Wilson or Frederick Taylor (1947) 
would have had to think twice about, if asked about its desirability for an ad- 
ministrative organization. Indeed, these conditions would seem to be descrip- 
tive of that combination of energy and rationality which Wilson felt he saw in 
the idealized Continental bureaucracies and coveted for American bureaucracy. 
A violation of any of the four conditions in an administrative organization 
would have seemed to Wilson absurd, bizarre, and probably rather malevolent. 
In this case, Wilson’s intuition was correct in pressing for a “science of admini- 
stration” that imitated Continental dictatorships, because we now know that a 
dictatorship k the only method of social choice that k consktent with the four 
desirable conditions just listed. 

If Not a Dictatorship, Then What? 
The problem, of course, is that no one seriously believes any more that an or- 

ganization is a complete dictatorship; in fact, the new economics of hierarchy is 
grounded in that fact. This was anticipated by empirical studies of hierarchies 
by social scientists from the Hawthorne studies onward. The Hawthorne re- 
searchers “became interested in those groups whose norms and codes of behav- 
ior are at variance with the technical and economic objectives of the company 
as a whole” (Roethlisberger and Dickson, 1939). If multiple, conflicting value 
systems determine the actual performance of a simple task like assembling 
switchboards, then the view of hierarchy as a monocratic dictatorship seemed 
insupportable. By World War 11, political scientists were dismissing the Wilson- 
ian premise of a politics/administration dichotomy that supported his desired 
state of authoritarian administration within a democratic polity; they began to 
conceive of administration as a complex bargaining process among actors, each 
of whom had some degree of autonomous decision authority. Cyert and March 
discussed the firm as a “coalition” of subgroups, each of which had its own 
goals. Alchian and Demsetz dismissed the dictatorship view of the firm as “de- 
lusion. The firm does not own all its inputs. It has no power of fiat, no authori- 
ty, no disciplinary action any different in the slightest degree from ordinary 
market contracting between any two people” (p. 777). Hierarchy as dictator- 
ship was dismissed as a technical impossibility and increasingly as undesirable 
as well. 

But if hierarchy is not a dictatorship, then the Arrow Paradox is applicable 
to hierarchies. Arrow demonstrated that every nondictatorship must violate at 
least one of the four conditions listed above. But which condition is violated in 
a nondictatorial hierarchy? What does it mean for an organization to violate 
Pareto optimality, or transitivity, or nonrestriction of individual preferences? 
How can we characterize the social choice properties of nondictatorial 
hierarchies? 
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While no one thinks of hierarchies as dictatorships any more, hierarchies are 
not exactly voting bodies, either. Although some organization theorists seem to 
view hierarchies as having a centralized weighted voting system, it seems much 
more accurate to view the organization as being nondictatorial because it is ne- 
cessarily decentralized. That is, not all decisions in a hierarchy are made at the 
top. The subunits of the organization have greater or lesser degrees of freedom 
in implementing organizational goals and policies, and their decisions over the 
range of delegated matters contribute to the final organizational decision. 

It is reasonable to think of an organization as “minimally decentralized” if, 
out of perhaps hundreds of thousands of alternatives facing the organization, 
there are at least two subunits of the organization with the power or authority 
to veto at least one alternative each. If organizations are minimally decentral- 
ized in this sense, then another social choice theorem provides us with further 
ammunition for understanding the nature of hierarchical social choice. This is 
the Sen paradox (Sen, 1970). The Sen paradox states that any organization that 
is minimally decentralized cannot simultaneously have three of the conditions 
listed above: nonrestriction of individual preferences, Pareto optimality, and 
transitivity. In other words, any organization that delegates any decision mak- 
ing to subunits must be subject to violations of Pareto optimality or transitivity, 
or it must restrict individual preferences. To put it yet another way, a decentral- 
ized organization that is prepared to make a decision for any combination of 
individual preferences must be susceptible to inefficiency or instability. 

For example, imagine an organization in the business of producing and mar- 
keting a new product. Let’s say that there are two production technologies and 
three sales strategies available. This means that there are six possible alterna- 
tives for the organization to choose from, as in Figure 1. The problem is for the 
organization to come up with the best alternative out of the six. 

If it were a complete dictatorship, then the organization’s rank-ordering over 
the six alternatives would be the same as the president’s, and the organization’s 
first choice would be the president’s first choice. However, the president realizes 
that she cannot be a complete expert on all aspects of the organization’s behav- 
ior, so she has delegated to the marketing vice-president the responsibility for 
rank-ordering two alternatives, x and y. She does this because that vice-presi- 
dent is known to be an expert in the area of marketing products made by tech- 
nology 11. Furthermore, the production vice-president has the responsibility for 
evaluating w and z .  This vice-president has just been hired away from a com- 
pany that had used marketing strategy 111 and had made the transition from 
technology I to technology I1 during his tenure. The president herself is decisive 
for all other pairs of alternatives. 

By the assumption of nonrestriction of individual preferences, we can ask 
what would happen with any possible sets of preferences. That is, it is perfectly 
feasible for the president and the two vice-presidents to have the preferences 
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FIG. 1. The Sen paradox in a hierarchical organization. 

given in Figure 1. What must be the decision of the organization in this case? 
The production vice-president claims that with marketing strategy 111, pro- 

duction strategy I is better than 11. That is, he ranks w over z.  But the president 
(and everyone else) ranks x over w. The sales vice-president claims that y is bet- 
ter than x. But the president (and everyone else) ranks u better than y. The pres- 
ident thinks v is better than u. This gives us a ranking of v over u over y over x 
over w over z.  But the president and everyone else thinks that z is better than v. 
This means that there is a cycle of preferences, violating transitivity. Someone 
with the authority to enforce the decision prefers something else to anything 
you can suggest. There is no stable, undominated outcome. The point of the 
Sen paradox is that, with any system of delegation, even very minimal ones of 
the sort used in this example, there will be some set of preferences that creates 
instability. 

You can of course resolve this instability, but only by violating one of the 
other desirable characteristics. For instance, as president, you could accept the 
decision of your subordinates, which would lead you to some alternative like v. 
But this would be a violation of the unanimity principle since everyone in the 
organization prefers z to v. Or you could impose the alternative z ,  which is after 
all the first choice of the president. But this contradicts the supposed delegation 
of authority to subordinates and reveals the hierarchy as in fact a dictatorship 
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instead of a minimally decentralized organization. A president who tries to 
overrule every subordinate who has delegated authority will become an over- 
worked bottleneck; the literature mentioned above has ruled this possibility out 
as technically impossible and undesirable as well. In short, it is logically impos- 
sible to combine Pareto efficiency, transitivity, and minimal decentralization in 
an organization which is programmed to make a decision for every possible 
combination of individual preferences. 

This example assumes very minimal accounts of delegation of decision-mak- 
ing authority. With more extensive delegation of entire dimensions of policy to 
different specialized units, the likelihood that the problem will develop is much 
greater. It is, in fact a particular case of a general problem associated with Ken- 
neth Shepsle’s theory of structure-induced equilibria. Shepsle (1979) considers 
to what extent institutional structure in the form of division of labor and juris- 
diction produce equilibrium when there is in fact no majority rule equilibrium. 
As Shepsle notes, this amounts to an interest in the 

mechanisms of decentralization that are employed to expedite complex decision- 
making. Examples abound: a committee system in a legislature; a collection of 
schools, colleges, and departments in a university; a system of divisions in a firm; an 
arrangement of bureaus in an agency . . , What distinguishes these mechanisms of 
decentralization is that they are division of labor instruments. The different commit- 
tees of a legislature or departments of a university have different (though not neces- 
sarily disjoint) domains of responsibility of jurisdictions. (p. 31) 

What Shepsle does not specifically say is that each of these different domains of 
responsibility amounts to delegation of veto power over some elements of the 
organization’s alternative set in favor of others. Thus, the Sen paradox applies, 
and organizations with the structural properties Shepsle describes will necessari- 
ly be subject to the Sen paradox. 

Shepsle claims that structures can in fact guarantee stable equilibria, and in- 
deed they can, if you make the assumption that an organization will not over- 
rule inefficiencies that decentralization generates. Figure 2 provides an example 
in the context of a generalized division-of-labor organization, in which division 
I has responsibility for policy dimension I, and division I1 has responsibility for 
policy dimension 11. Each of the five members has circular indifference curves 
around the given ideal point. The members of division I are players 1 and 3 ,  the 
members of division I1 are players 4 and 5 .  The system of delegation of deci- 
sion-making authority results in division I proposing X(l) and division I1 pro- 
posing Y( l), which results in outcome A .  The outcome, however, is very clearly 
one which violates the unanimity principle; everyone in the organization could 
agree that outcome B, for instance, is better than A ,  But B is not a stable out- 
come. Division I, which after all has the authority, would always be wanting to 
cut back on dimension I, and division I1 would always be wanting to cut back 
on the second dimension. Moreover, outcome B is not unique, for there are 
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FIG. 2. Institutional equilibrium and the Sen paradox. 

other outcomes that are also unanimously preferred to A .  But there is a strong 
conflict of opinion among subgroups among the set of Pareto optimal choices. 
How is the organization to choose among the set of outcomes which are unani- 
mously better than the structure-induced equilibrium? If they were to vote, in 
fact, there would be no problem in this case: with this system of preferences, 
majority rule would give a unique stable equilibrium at player 2’s most pre- 
ferred outcome. But that would definitely make the organization something 
other than a decentralized hierarchy. The dilemma is clear: if the organization is 
in fact using the jurisdictional division of labor that Shepsle is studying, then 
there is a stable inefficient outcome. If the organization is able to achieve an ef- 
ficent outcome, then it is unstable. Shepsle’s “structure-induced equilibrium” 
is an equilibrium only if the rules are capable of enforcing an outcome that no 
one likes. The Sen paradox states that any nondictatorial hierarchy will be 
faced with this dilemma for some possible configurations of preferences. 

Restricting Individual Preferences: Teams and the Problem of Shirking 
The simplest way out of this dilemma has been much used in the study of 

markets and electoral bodies. We hope to show that this solution, although 
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much tried in hierarchies, is by no means well understood and is not generally 
successful. 

Markets are decentralized social choice mechanisms; yet welfare economists 
have been able to prove that markets will result in stable, efficient outcomes. 
How, in the light of the Sen paradox, can this result hold? It can hold only by 
assuming restrictions on individual preferences. Individuals are assumed to 
have preferences only for their own personal consumption levels, and are indif- 
ferent to the consumption of others. If consumption externalities do exist, then 
markets generally fail; that is, they produce equilibria that violate Pareto 
efficiency. 

Similarly, the easiest way to solve the Arrow paradox for voting bodies is to 
assume that all individuals have preferences that can be mapped as single- 
peaked preferences in one dimension. In this case, the median voter’s most pre- 
ferred outcome is stable, and, since it is someone’s most preferred outcome, it 
cannot be Pareto dominated. If the voting space is multidimensional, however, 
then this nice result disappears and the paradox recurs with a vengeance. 

In markets and electoral bodies, assuming such restrictions on individual 
preferences is simply inadequate if the assumption turns out to be false. If a 
consumer happens to object to another consumer’s cigarette smoke or a voter 
happens to have multipeaked preferences, there is nothing to be done but give 
up on the certainty of efficient, stable equilibria. Neither a market nor a legisla- 
ture can require its members to have restricted preferences. 

In a hierarchy, however, restrictions on individual preferences might well be a 
reality of organizational design rather than an assumption. That is, hierarchies 
may take it upon themselves to select members who have compatible prefer- 
ences, socialize members to mold their preferences, and sanction individuals 
who are revealed to have incompatible preferences. The evidence that organiza- 
tions do concern themselves with individual preferences is overwhelming. And 
from the standpoint of the Sen paradox, this is virtually an organizational im- 
perative. Restricting individual preferences is the only way to have an organiza- 
tion that delegates authority without introducing simultaneously the potential 
f o r  inefficiency and/or instability. 

This technique might well be successful in part. The Forest Service may bene- 
fit by recruiting and indoctrinating its foresters as carefully as it does. But how 
well understood is the technology for restricting individual preferences? Take 
the organization in Figure 2 ,  for example. How would one go about recruiting 
employees for Division I and/or Division I1 so that the organizational division 
of labor would always result in a stable, Pareto-efficient equilibrium? And who 
would have the job of doing the recruiting? Player 2 ,  as organizational presi- 
dent, would like to recruit people for Division I whose preferences on this di- 
mension are compatible with his own, and similarly with Division 11. On the 
other hand, if (as is more typical) Division I and Division I1 got to recruit their 
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own members, there would be a self-perpetuating tendency to reproduce their 
own problematic preferences. 

Furthermore, the restriction of individual preferences as an organizational 
tactic runs into the problem of moral hazard. Indeed, moral hazard can be 
viewed as a manifestation of the Sen paradox at the most basic organizational 
level. 

For example, consider an undifferentiated organization that has succeeded in 
recruiting members who are dedicated to a single, clear measure of organiza- 
tional profit. The organizational task is rope pulling. Ten individuals have been 
told that organizational profit is completely determined by the force exerted on 
the rope. Each of the ten individuals will split organizational profit equally. Let 
us make this a very primitive organization, one without hierarchy or specializa- 
tion. The ten members simply have to grab hold of the rope and pull; the aggre- 
gate force on the rope will be measured, organizational profit calculated, and 
individuals paid off accordingly. 

This is as simple an organization, and as simple an organizational task, as 
can be imagined. Furthermore, there are no policy differences among the indi- 
viduals as regards profit or the means to it: more is always better. This is a se- 
vere restriction on individual preferences that should eliminate all working at 
cross-purposes and organizational foul-ups. Furthermore, there is only mini- 
mal delegation: the only delegated decision is simply the individual’s decision 
about how hard to pull on the rope. 

In fact, social psychologists tell us that there is a clear and reproducible prob- 
lem in this simple kind of organization, known as social loafing. When con- 
fronted with a simple group task like pulling on a rope, cheering, or clapping to 
produce noise levels, individual effort declines with the number of coworkers. 
“We have found that when the individual thinks his or her own contribution to 
the group cannot be measured, his or her output tends to slacken.” (Latane et 
al., 1979, p. 104) This was found to be true in both German and American cul- 
tures, and for a large number of tasks. Nor can faulty coordination of effort 
explain the decline in group effort. When blindfolded and convinced that oth- 
ers were pulling with them, “people pulled at 90 per cent of their individual rate 
when they believed one other person was pulling, and at only 85 per cent when 
they believed two to six others were pulling. It appears that virtually all of the 
decline in performance could be accounted for in terms of reduced effort or so- 
cial loafing” (Ibid., p. 106). 

The delegated aspect of organizational performance is the ineluctable mini- 
mum: “How much will I as an individual pull on this rope?” This decision is 
not subject to veto by anyone, nor is it even monitored. The point is that even 
in this organization in which delegation of authority is minimal, and in which 
preferences have been severely restricted in order to achieve maximum agree- 
ment on organizational goals, the Sen paradox still appears with a vengeance. 
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The Nash equilibrium of this game is very stable, but totally inefficient: every- 
one loafs, yet they all realize they would be better off if no one loafed. All 
members might agree to work harder; they might even hire a cheerleader to 
spur themselves to maximal effort. But this is clearly not a stable outcome, even 
if it is temporarily achieved. While working maximally, each will wonder if the 
others are, and the temptation will inevitably be to slacken. The best the organi- 
zation can hope for is some kind of cycle in which the organization periodically 
agrees within itself to cooperate for greater success in organizational goals, but 
in which the cooperative effect is short-lived. 

This situation is obviously analogous to the problem of “team” production 
investigated by Alchian and Demsetz. As Alchian and Demsetz point out, so- 
cial loafing or “shirking” is even more of a problem in “team” production, in 
which the cross partial derivative of individual efforts is not zero; that is, the 
marginal effect of one individual’s effort is itself a function of the other individ- 
ual’s effort. In these cases, it is not possible to solve the problem by measuring 
each individual’s effort and rewarding individual marginal productivity. For 
teams, “measuring marginal productivity and making payments in accord 
therewith is more expensive by an order of magnitude than for separable pro- 
duction functions” (Alchian and Demsetz, 1972, p. 779). 

How does the Alchian-Demsetz approach square with the social choice ap- 
proach? Alchian and Demsetz recognize that while individuals share a common 
interest in the team reward, the preferences of different individuals may still be 
widely varied. In particular, they will have residual differences in preferences 
due to the fact that their own individual utility functions are based in part on 
their own leisure. Because both “leisure and higher income enter a person’s util- 
ity function,’’ each individual “will adjust his rate of work to bring his demand 
prices of leisure and output to equality with their true costs” (Alchian and 
Demsetz, p. 780). Alchian and Demsetz arrive at this conclusion through an 
analysis of member incentives to contribute toward the production of collective 
goods. But application of the Sen paradox leads to a general conclusion consis- 
tent with theirs: given even minimal delegation, a stable organizational out- 
come (universal shirking) must be inefficient, that is, there are other outcomes 
(including universal nonshirking) that everyone prefers. 

Alchian and Demsetz make it very clear that the only kind of restriction of 
individual preferences that is sufficient to eliminate the trade-off of stability 
versus efficiency (i,e., the Sen paradox) is one in which individuals are not as- 
sumed to have leisure as a part of their utility function. Lacking this restriction, 
shirking is inevitable; and with shirking comes Pareto suboptimal equilibria, 
for as Alchian and Demsetz note, “Every team member would prefer a team in 
which no one, not even himself shirked.” But such an outcome is not attainable 
without finding people who do not value leisure, or creating the absolute dicta- 
torship by depriving employees of the freedom to work at anything less than 
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maximal effort. As long as individuals have any degree of freedom in choos- 
ing their own leisure (minimal decentralization), and as long as individuals 
value leisure (nonrestriction of individual preferences), then the Sen paradox 
will appear. 

Hierarchy as Specialized Monitoring of Shirking 
To summarize the argument thus far, decentralized organizations must be 

vulnerable to configurations of preferences that result in either inefficiency or 
instability. Theoretically, this problem can be solved by eliminating the trouble- 
some preference configurations, but Alchian and Demsetz make a convincing 
argument that these preference configurations will arise as long as leisure enters 
individual utility functions. Alchian and Demsetz claim, in fact, that the only 
efficient way to solve the problem is by moving away from decentralization to 
nondictatorial hierarchy. The purpose of this section is to see whether hierarchy 
can indeed solve the Sen paradox, given that restrictions of individual prefer- 
ences cannot. Can hierarchies produce stable efficient outcomes where teams 
cannot? 

Alchian and Demsetz cite several attributes or rights of the hierarchical su- 
perior in a firm. The superior has the right “to observe input behavior,” that is, 
to monitor the behavior of individuals providing labor or services. The superior 
has the right to be “the central party common to all contracts with inputs.” In 
addition, the superior has the right to terminate the contract unilaterally with 
any provider of labor or a service. Finally, the superior has the right to be the 
“residual claimant” to the surplus generated by the firm, and is authorized to 
sell these rights to other individuals. “The coalescing of these rights has arisen, 
our analysis asserts, because it resolves the shirking-information problem of 
team production better than does the noncentralized contractual agreement” 
(Alchian and Demsetz, p. 783). 

The team of rope pullers must now be reorganized hierarchically. This 
changes the nature of the team member’s problem. The question is no longer, 
“How hard shall I pull on this rope?” The question is now, “Shall I comply 
with the organization’s hierarchically regulated and mandated behavior, or take 
a chance on being discovered as a shirker?” The existence of hierarchy and 
rules creates a principal-agent relationship between the monitor and subordi- 
nate. The subordinate is working for the superior, with his choices constrained 
by the incentive system created by the superior. They are no longer members of 
a team. 

What does the principal/agent literature have to say about simple hierarchies 
like this? The classic statement of principal-agent theory by Ross (1973) argues 
that it is possible for the principal to create an incentive system that will lead to 
a stable Nash equilibrium which is Pareto efficient for the two players. This ap- 
parently flies in the face of the Sen paradox, so its assumptions clearly bear 
looking into. 
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As Ross has structured the problem, a given act by the agent may lead to a 
variety of possible payoffs for the principal, due to uncertainty in the environ- 
ment. The Pareto efficient incentive system is one in which the agent’s fee is lin- 
ear with the principal’s earnings. As Ross points out, this guarantees that “the 
agent and the principal have identical attitudes toward risky payoffs and, 
consequently, the agent will always choose the act that the principal most de- 
sires” (p. 136). 

This sounds like an overly simple solution to the problem of hierarchy. All 
the superior has to do is provide every subordinate with a contract that guaran- 
tees the subordinate a percentage of the value generated by the subordinate’s 
activities, and the subordinate will always act in the superior’s best interests. 
The organization is decentralized (the superior has autonomy over choice of the 
incentive system, the subordinate has autonomy over how he performs the 
task), and yet it is efficient and stable. 

But logically, since the Ross solution guarantees decentralization, efficiency, 
and stability, then some of the assumptions he uses must by the Sen paradox re- 
strict individual preferences. How much of a restriction is he forced to make in 
order to get this idea result? As it turns out, Ross assumes that each agent has a 
utility function in which only the fee and risk appear. The agent, in other 
words, does not value leisure time, contrary to the Alchian-Demsetz argument, 
nor does he have preferences over the state of the world or the payoffs to the 
principal. If we assume that bureaucrats value leisure or policy outcomes, then 
the Ross result no longer applies. In particular, it is possible to construct a 
counterexample of a superior-subordinate relationship, in which the superior 
promises the subordinate a linear fee based on the superior’s valuation of the 
subordinate’s performance, and still have the dilemma of inefficient stable 
equilibria (or efficient nonequilibria). 

As a simple example of this, consider the following statement of a minimal 
superior/subordinate relationship. There is one subordinate who can expend 
effort providing the service that is valued by the superior. Let E indicate the 
amount of effort spent by the subordinate, and let us assume for simplicity that 
the superior gets V units of value for each unit of effort spent by the subordi- 
nate. The only control that the superior has over the subordinate is the reward 
function, whereby the superior pays the subordinate k dollars for every unit of 
effort. The linear production of V in E and the linear fee for k in E guarantee 
that the subordinate’s fee is linear in K The superior’s net payoff equals 
( V- k)E. The subordinate, however, dislikes expending effort, and in fact the 
marginal cost of expending effort increases with effort: MC = c + 2dE, where 
c and d are positive (Figure 3). 

With these assumptions, the subordinate will only work until c + 2dE = k. 
Knowing that for every possible k ,  the subordinate will set E = ( k -  c)/2d, the 
superior can substitute that value for E into his net payoff function. Taking the 
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V = superior’s (constant) marginal valuation of effort (e.g., v = 5 )  
E = subordinate’s effort (subordinate’s decision variable) 

k = subordinate’s pay per unit of effort (superior’s decision variable) 
CE + dE2 = subordinate’s psychic cost of effort (e.g., c = 3, d = 1) 

Individual Goals 

superior maximizes vE - kE 
subordinate maximizes kE - CE - dE2 

Superior’s Strategies 

k = 4.4 k = 4.0 

superior earns .6 superior earns 1 .O 
E = 1 subordinate earns .4 subordinate earns 0.0 

Subordinate’s 
strategies 

superior earns .3  superior earns .5 
E = .5 subordinate earns .45 subordinate earns .25 

FIG. 3. Hierarchical compliance as a prisoners’ dilemma. 

derivative of this with respect to his decision variable k, we discover that the su- 
perior is best off setting k = ( V +  c ) /2 .  This produces a level of effort by the 
subordinate at E = ( V-  c ) /4d .  

However, this will not be the efficient level of effort; with this constrained ex- 
ample, it will be exactly half the efficient level of effort. Both the superior and 
the subordinate could be better off at E = ( V -  c ) /2d .  But this could be 
achieved only by deviating from their individually rational behavior, so that the 
efficient outcome will be unstable. 

It is obvious that if the superior knows the subordinate’s cost function, it is 
not efficient to pay the subordinate some fixed fee for every unit of effort. It is 
much more efficient for the superior simply to say, “I will pay you X if you 
work at the efficient level E = ( V -  c ) /2d ,  and nothing if you work any less 
hard.” As long as X is slightly greater than his psychic cost of working at that 
level, then the superior could conceivably get the subordinate to work at that 
level, while obtaining virtually all of the surplus generated by that level of effort 
for herself. 
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However, there are two problems with this solution, ideal though it may be 
from the bureaucratic superior’s standpoint. The first is that the superior may 
not know the subordinate’s cost functions, and thus may not be able to find 
and dictate the ideal level of effort. It is, after all, internal to the employee’s 
psyche, and the employee has no incentive to reveal that information to the su- 
perior. By a trial-and-error process, the superior and subordinate can converge 
to the (inefficient) intersection of their reaction functions without detailed 
knowledge of the other’s cost or benefit parameters; but the existence of an 
equilibrium does not imply any specific parameters and therefore does not al- 
low the superior to deduce the subordinate’s psychic aversion to work. But 
without this information, the superior cannot confidently mandate a specific 
optimal level of effort on the part of the subordinate. The mandated level of ef- 
fort, after all, is an effort on the part of the superior to require the subordinate 
to work harder than he would otherwise work for the level of remuneration. 
But this means that, with a mistake, the superior could dictate a level of work 
that leaves the subordinate indifferent or hostile toward working at all. The line 
at which the subordinate is just indifferent to quitting altogether is shown in 
Figure 4; any combination of effort and payoff mandated below that line 
would result in a negative net payoff for the employee and force him out. In 
other words, the superior can use the bureaucratic structure of hierarchy and 
rules to mandate a fixed level of effort at the optimum, but only with precise in- 
formation. The bureaucratic superior is using the agenda control provided by 

k 
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5 -  

Subordinate’s 

Subordinate’s 
quitting boundary 

Superior’s indifference curve 

1 E  
.5 1.0 

Efficient 
level of effort 

SUBORDINATE EFFORT 

FIG. 4. Hierarchical compliance as game with inefficient institutional equilibrium. 
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her bureaucratic position to make a take-it-or-leave-it offer to the subordi- 
nate, but the line below which the subordinate would leave it must be known by 
the superior. 

Another problem is that by using the bureaucratic structure to force the sub- 
ordinate to deviate from his reaction function, the superior is requiring another 
level of enforcement. The suboptimal Nash equilibrium is self-enforcing in that 
the subordinate picks his rational degree of effort given the reward structure. 
But when a bureaucracy mandates through hierarchy and rules a fixed level of 
effort that is not the subordinate’s best choice given the reward structure, then 
the superior suddenly has to create the machinery to enforce that mandate. As 
Gouldner noted, the use of impersonal rules in a bureaucracy, motivated by the 
superior’s need to control subordinate behavior, has the effect of providing in- 
formation to the subordinate about minimal acceptable levels of work (Gould- 
ner, 1954). Given that subordinates tend to resent the authoritarian model of 
supervision and control that is implied by the rule- and hierarchy-enforced 
level of effort, they are certainly unlikely to go beyond this bare minimum. This 
leads to increasing attempts to require extra effort through more levels of hier- 
archy, which in turn leads to more resentment on the part of subordinates, a 
drop in morale and motivation, and an increase in interpersonal tension that 
might in fact lead to a change in the subordinate’s psychic costs of effort. This 
leads to a vicious cycle known in organizational behavior circles as the rigidity 
cycle, and must result in a rightward shift in the subordinate’s “quitting boun- 
dary,” meaning more turnover and decreased efficiency. 

Furthermore, even if the superior does know the subordinate’s cost function, 
then the superior’s ability to impose her ideal solution by means of a set of rules 
requiring minimal performance is still dependent on the subordinate’s lack of 
bargaining ability. If the subordinate possesses some other ready sources of em- 
ployment, then it would be just as possible for the subordinate to impose his 
ideal solution: “I will work at the level you mentioned [ E  = (v-  c ) / 2 d ]  be- 
cause this is the level of effort that maximizes our organization’s overall con- 
sumer surplus; however, I will work at that level of effort only for a total wage 
slightly less than your evaluation of it.” Of course, either side’s ability to im- 
pose either ideal solution is dependent on relative bargaining ability determined 
by numerous factors, including relative balance of information asymmetries, 
the number of other potential employees competing for the employee’s job, the 
number of other employers competing for the employee’s time, etc. In general, 
there is no reason to believe that the superior will be able to impose her ideal so- 
lution any more than the subordinate will be able to impose the other. Virtually 
all one can say about the simple hierarchy is constrained by the Sen paradox: 
the equilibrium outcome is unstable, and the efficient outcomes can be reached 
only by potentially unstable bargaining between the superior and the subordi- 
nate. The hierarchic relationship proposed by Alchian and Demsetz is no more 
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immune to the Sen paradox than the team production problem which moti- 
vated the solution. 

Specialized Hierarchies 
The preceding section discussed what the Sen paradox might imply about 

simple hierarchies consisting of one superior, one subordinate, and a rule speci- 
fying some exchange relationship between them. It was argued that even under 
conditions that are more favorable than reality (a superior who is able to moni- 
tor subordinate behavior with no error, and with total control over the subordi- 
nate’s payoffs), the existence of hierarchy and rules does not imply the exis- 
tence of a Pareto optimal stable outcome. The subordinate’s control over his 
own degree of cooperation is sufficient “liberalism,” in Sen’s sense, to intro- 
duce the paradox. Either a suboptimal equilibrium will occur with some degree 
of control loss, or instability will be likely. 

But in fact, the problems in actual bureaucracies are normally much worse 
than that. The normal bureaucratic superior has more than one subordinate to 
supervise. The advantage of bureaucracy, it is commonly argued, is due in large 
part to division of labor and specialization. The normal superior, therefore, has 
multiple specialized subordinates who are assigned the responsibility of carry- 
ing out specialized aspects of the organization’s task. This compounds the 
problem, because even if each subordinate is perfectly compliant and sincerely 
attempting to pursue his portion of the task, the aggregation of a lot of special- 
ized tasks done well is not necessarily optimal over all. This is once again an im- 
mediate implication of the Sen paradox. 

McCubbins and Schwartz2 have proved this with regard to the theory of 
principals and agents. They assume a principal who has at her disposal a series 
of agents, each of whom is responsible for a few specialized dimensions of 
tasks, They further assume that each agent is a perfect agent, that is, one that 
will act within his own task dimensions in the principal’s interest. In Figure 5 ,  
the convex indifference curves are those of the principal. Let us assume that the 
X agent has picked x( l), and the Y agent has picked y(  1). Each of these behav- 
iors is best for the principal, given the other agent’s choice. Neither agent can 
unilaterally change his behavior without either harming the principal or exceed- 
ing the budget constraint. Both agents can justify their behavior as being that 
of a loyal and selfless agent. The problem is that the budget constraint has in- 
troduced nonseparability into the problem. Each agent’s best choice is depen- 
dent on the other agent’s choice. The point determined by x(1) and y(1) is an 
inefficient equilibrium, resulting from the decentralized delegation of authority 
to perfect specialized agents. 

The obvious response to Figure 5 is that the problem is simply one of coordi- 
nation. But this obvious response, while correct, begs the question. Is it possi- 
ble to introduce enough centralized coordination to guarantee stable efficient 



POSITIVE THEORY OF HIERARCHIES 193 

Y \ 
\ \  I Organizational Iso-profit curves 

Budget I constraint 

x1 X 

FIG. 5. Inefficient, stable equilibrium with perfect, special agents. (From 
and Schwartz; see note 2.) 

McCubbins 

outcomes without introducing dictatorship? The Sen paradox says that this is 
the trade-off, without offering the hope of an optimal outcome on any trade- 
off possibility frontier. If the principal has enough information, for instance, 
she could perhaps require the exactly efficient choices of agents X and given 
the budget constraint. However, if the principal has enough information to do 
this, then one wonders why she needs agents in the first place. 

The same argument is true for hierarchies. If it were possible for one person 
to know all about the effects of the X and Y dimensions on organizational 
profit, then the superior could make all the decisions regarding those two di- 
mensions herself, without the aid of specialist subordinates. The problem is, of 
course, that most superiors cannot know everything, and therefore can neither 
dismiss the specialists nor be guaranteed of coordinating their behavior effi- 
ciently as long as they are in the organization. The information asymmetry, so 
important to the new economics of organization discussed in the first section of 
this paper, is central to understanding the social choice analysis of power rela- 
tionships as well. 
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Organizations have specialized subordinates because they presumably pro- 
vide specialized expertise. It is this expertise that gives a special “bite” to the 
problems that have been discussed so far in this section. The Alchian-Demsetz 
solution to the problem of team shirking was to create a hierarchical superior 
who has an incentive to monitor subordinate behavior. But the problems of 
shirking, monitoring, adverse selection, and moral hazard all become especially 
problematic when the subordinate is hired for a supposed expertise that the su- 
perior lacks. 

If one wants to hire the best theoretical physicist or plant pathologist avail- 
able for a given amount of money, the problems of adverse selection and moral 
hazard are obviously more intense if you yourself are not a physicist or plant 
pathologist. Once you have hired an individual with the credentials which you 
hope support your choice, then how do you go about monitoring his effort or 
performance? When the subordinate says that technical problems made greater 
success in his research and development division impossible this year, how do 
you know whether that is the truth or an excellent cover for shirking? Even if 
you are convinced that your subordinate-expert is sincerely trying to work in 
the organization’s best interests, how do you know whether his expertise has 
not in fact blinded him to the superior option which is simply regarded as unac- 
ceptable given the professional training he received? If two of your subordi- 
nate-experts are sincerely trying to coordinate behavior for the organization’s 
well-being, isn’t it possible that there is a superior combination of specialist de- 
cisions that they do not see? And if you, as the superior, do believe that there is 
a superior option available that the specialists do not see because of their 
“trained incompetence,” as the sociologists see it, can you enforce that unor- 
thodox option on your supposed subordinates, or does their expertise give them 
the power to enforce their incorrect choices on the decentralized organization? 

The tension between the authority of expertise and the authority of hierarchy 
has been one of the most noted empirical generalizations about modern organi- 
zations. Talcott Parsons, in his introduction to Weber (1947), specifically con- 
trasted the two systems of authority and instigated thereby a great deal of re- 
search on the inefficiencies and conflict generated by the unresolved conflict be- 
tween the two. A single example serves to illustrate the problem. During the 
Cuban missile crisis, Chief of Naval Operations Admiral George Anderson 
claimed the authority to command the blockade forces based on naval exper- 
tise. Secretary of Defense McNamara used the hierarchical authority of the 
presidency to demand that the blockade be managed in a different way to de- 
crease the possibility of a nuclear confrontation. Upon insistent questioning by 
McNamara, 

Anderson replied that he had outlined the procedures in the National Security Coun- 
cil meeting and that there was no need to discuss it further. Angered but still calm, 
McNamara began to lecture the admiral, . . . At one point McNamara asked An- 
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derson what he would do if a Soviet ship’s captain refused to answer questions about 
his cargo. At that point, the Navy man picked up the Manual of Navy Regulations 
and, waving it in McNamara’s face, shouted, “It’s all in there.” To which McNa- 
mara replied, “I don’t give a damn what John Paul Jones would have done. I want 
to know what you are going to do, now.” The encounter ended on Anderson’s re- 
mark: “Now, Mr. Secretary, if you and your Deputy will go back to your offices, the 
Navy will run the blockade.” (Allison, pp. 131-132) 

The President of the United States, operating through the most powerful Secre- 
tary of Defense in history, at the moment in history when the world was the 
closest it had ever been to nuclear catastrophe, found his hierarchical authority 
challenged by the authority of expertise. 

This authority of expertise is a fact in today’s organizations, keeping them 
from being characterized as dictatorial hierarchies. The social choice theory ap- 
proach taken in this section suggests that, as long as hierarchies have more than 
one subordinate unit in the organization, each capable of determining some as- 
pect of the organization’s behavior, then hierarchies may be subject to the same 
problems of inefficiency and intransitivity which have been more extensively 
studied in voting, committee, and legislative contexts. Nondictatorship, efficien- 
cy, and transitivity can be reconciled, but only by making unrealistic assump- 
tions regarding restrictions on individual preferences. As long as individuals 
value leisure or have their own policy preferences, shirking or “deviationism” 
will have the potential to produce inefficiencies or instabilities in otherwise ho- 
mogeneous teams or in simple hierarchies. Multiple specialized subordinates 
and expertise further compound the problem by building in additional plural- 
ism of values within the organization and by reinforcing the decentralized deci- 
sion rules that give subordinate units the ability to determine aspects of the or- 
ganization’s over-all behavior. The traditional Weberian elements of bureau- 
cracy- hierarchy, specialization, and expertise-each present new faces for the 
Sen paradox. 

CONCLUSIONS 

One conclusion of this paper is that the new economics of organization is ex- 
traordinarily promising. For decades, the study of public bureaucracy has been 
heavily influenced by sociological organization theory and the prescriptive, 
nuts-and-bolts concerns of traditional public administration. It is no accident 
that this is one of the most underdeveloped areas in all political science. The 
work of Simon, March, and others in the behavioral tradition has, to this 
point, been far and away the most promising source of creativity and theoreti- 
cal progress; but despite the high regard in which it is held by political scientists, 
it has yet to generate the amounts and kinds of theoretical work its proponents 
had hoped for and probably would have predicted many years back. The eco- 
nomics of organization may turn out to be different. It sheds interesting new 
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light on bureaucratic behavior by focusing on hierarchical control- an elegant, 
beautifully suitable focus that points to the essence of organizational relation- 
ships and offers a coherent framework for integrating both the bureaucratic 
and the political dimensions of administrative performance. Largely because it 
maintains the optimizing model of choice, moreover, it offers virtually the full 
range of powerful analytical methods characteristic of neoclassical economics, 
and it overlaps in useful and important ways with better-developed areas of 
economics, information economics in particular. For these reasons, among oth- 
ers, many students of politics are likely to find the new economics of organiza- 
tion an especially attractive line of inquiry. 

Another basic conclusion is that contributors to the new economics of organ- 
ization can greatly extend our understanding of hierarchy through systematic 
application of social choice theory. We have tried to illustrate the point by fo- 
cusing on an important theoretical issue: hierarchy is a setting for manifesta- 
tions of the Sen paradox. Superior-subordinate relationships, as we have seen, 
are subject to inefficient, stable outcomes. The problem is enhanced when su- 
periors must supervise multiple, specialized subordinates, as specialization 
tends to build in the preconditions for the Sen paradox: pluralism of values 
supported by multiplicity of decision centers. The more the specialist-subordi- 
nates monopolize expertise in the organization, the greater the tension between 
hierarchy and expertise. The inefficiencies and instabilities noted in organiza- 
tions where hierarchy conflicts with expertise can themselves be viewed as man- 
ifestations of the Sen paradox. 

It has been customary for authors of papers on theory in public administra- 
tion to close with the hope for more rigorous theoretical development in the 
field. This hope already seems to have been fulfilled, for the rigorous theoreti- 
cal analysis of hierarchy is a full- blown fact in the new economics of organiza- 
tion, We hope instead that political scientists will make their contribution to 
this field, helping this new literature to steer clear of its potential for creating 
theory that is more and more sterile. Once again, past developments in the posi- 
tive theory provide a model; for when economists were creating elegant but ar- 
cane models of decision-making processes, it was political scientists who kept 
asking, “What does this mean for real-world institutions like Congress?’’ It 
was this interplay of rigor from economic theorists and substantive concerns 
from political scientists that has given rise to the blossoming of legislative anal- 
ysis in the last few decades, as political scientists grappled with questions of ra- 
tional choice, stability, and the Arrow Paradox in the legislative setting (for ex- 
ample, see Shepsle, 1979; Weingast, 1983; Weingast and Moran, forthcoming; 
Fiorina, 1977). We hope that, by promoting a positive theory of hierarchies, we 
can provide-for public administration-the framework for the kind of useful 
interchange of economists and political scientists that has proved so beneficial 
in other fields of institutional analysis. 
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NOTES 

1. The ideas of Simon (1947) and March and Simon (1958) overlap in crucial ways 
with those being discussed here. See Moe (1984). 

2. Matthew McCubbins and Thomas Schwartz, personal communication, 1983. 
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CHAPTER 9 

STRUCTURAL ESTIMATION 
WITH LIMITED VARIABLES 

Charles H. Franklin and John E. Jackson 

Political scientists have increasingly turned to complex multiequation models 
to represent and test theories of political behavior. The most common is the lin- 
ear structural equation system, 

Y’C + X‘B = U 

where Y’ and X’ are endogenous and exogenous variables respectively, C and B 
are matrices of parameters, and U is a vector of stochastic disturbances. This 
set of equations expresses our theory about the causal relations underlying the 
behavior, and we refer to this as the “behavioral” structure. If our theory is 
correct, and if our statistical method is appropriate for the data used to observe 
and measure Y’ and X’,  the estimates we get for B and C will be good estimates 
of the hypothesized causal relations in the behavioral structure. 

As the parameters in C and B represent our hypotheses regarding the behav- 
ioral structure, it is natural that most attention has been devoted to their specifi- 
cation and estimation, and to developing various nonlinear extensions to the 
structure. Nevertheless, recent research has begun to recognize that data, and 
political science data in particular, are generated both by a behavioral structure 
and by an observational structure. The nature of the observational process, its 
implications for the observed data, and its statistical consequences substantially 
affect our ability to estimate B and C accurately. For example, survey interview- 
ers ask respondents if they feel “much,” “some,” “little,” or “no” interest in 
politics. As degree of interest is a continuous concept, our observational struc- 
ture cuts this scale into ordinal categories. Consequently, we do not actually ob- 
serve the person’s level of interest, but only data which are related in some way 
to that continuous variable. Furthermore, this categorization induces errors in 
our observations, in that some people with different underlying interest levels 

2 01 
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are treated identically, while some others with nearly similar amounts of interest 
are assessed as being different. Such observational errors may seriously impede 
empirical efforts. 

The simplest observational structure assumes that all variables are measured 
directly and without error, i.e., X = X '  and Y =  Y'. Under these conditions, the 
classical linear estimator, e.g., generalized least squares (GLS) or instrumental 
variables, gives consistent and asymptotically efficient estimates of the parame- 
ters in the behavioral structure, including estimates of the variances and covari- 
ances of the stochastic terms, denoted by Cu. 

The classical econometrics literature expands the observational model so that 
endogenous variables include an additive, purely random component, i.e., Y = 
Y' + e, with E(e) = 0. In this case, the above statistical properties hold, except 
we cannot separately estimate Cu and Cc. (The stochastic term in the statistical 
estimation adds U and e to form a single term.) It is important to note the spe- 
cial restrictions in this observational structure, its wide and robust application 
in spite of the assumptions, and the fact that the behavioral and observational 
models are combined in a way that makes neither identifiable. 

The desirable properties of our estimators vanish, however, when we further 
loosen the restrictions on the observational model. If the exogenous variables 
contain error, we lose the purchase on estimation of B and C which was gained 
by the standard estimators. (For a discussion and an illustration of the conse- 
quences of observing X' with error, see Hanushek and Jackson, 1977, pp. 
286-298.) The result is that we can no longer estimate the behavioral model 
which our theory implies unless we take into consideration the structure which 
relates our observations to the terms which appear in the behavioral model. 

This loss of desirable statistical properties, and the growing recognition of 
the potential complexity of the observational structure, has lead to considerable 
recent interest in models which explicitly specify and estimate both the behav- 
ioral and observational structures. These approaches reflect the recognition 
that neither model can be properly estimated without consideration of the 
other. 

Previous work on the observational structure has taken two largely separate 
paths. Probit and logit models have concentrated on the difficulties of coarse 
measurements which produce only ordinal and nominal variables but have as- 
sumed very limited behavioral models, The other, referred to generically as 
LISREL, permits complex linear behavioral and observational structures, but is 
generally limited to the case of continuous measures. (The work by Muthen, 
1979, is an important exception.) We will briefly consider the characteristics of 
each of these approaches. 

LIMITED ENDOGENOUS VARIABLES 

The categorical nature of most survey data, as represented by the previously 
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mentioned interest measure, and by choices in multicandidate elections, pro- 
vides considerable incentive to develop and use procedures for limited endoge- 
nous variables. These procedures require a model of the observational structure 
that gives predicted probabilities for each possible value of the observed varia- 
ble, conditioned on the value of the latent behavioral structure, Y‘ = X’B. Sev- 
eral possible functions are used to represent this stochastic relationship. (See 
Amemiya, 1981, for a review of several approaches.) The functions differ in 
how they expect the observed outcomes to be distributed among the possible 
categories. 

The first class of models assumes an ordered grouping of the observed varia- 
ble’s categories, such as with the interest variable and with Guttman scales. 
These procedures specify exogenous variables observed without error, X = X’, 
and a reduced form model relating observed exogenous variables to the latent 
continuous endogenous variable, Y’ = X’B. The estimation procedure then 
“assigns” predicted outcomes for the observed Y for each case based on a 
series of thresholds, 

Y = 1 for all Y’ < t, Category 1 

Y = 2 for all t ,  5 Y‘ <t,  Category 2 

Y = m for all tm-, 5 Y’ <tm Category m 

Y = M f o r  all tM-,  I Y’ Category M 

where Y’ is the latent continuous endogenous variable, and Y is the obs$rved, 
ordinal indicator of Y’.  

Procedures vary in the cumulative distribution assumed for the observed out- 
comes. Probit models are based on the standard cumulative normal distribu- 
tion [Prob( Y= m) = F(m) - F(m - l)], and logit models assume a logistic dis- 
tribution, [Prob( Y =  m) = L(m) - L(m - l)], where L(m) = exp(am + Y*)/  
(1 + exp(am+ Y9),’ With these models it is possible to estimate the behavioral 
model, represented by X’B, and the observational structure consisting of the set 
of thresholds.2 

A major limitation of these models is their very simple behavioral and obser- 
vational structures. According to the model, values for any observed variable 
arise only from a single latent variable, which is related only to X’. There is no 
allowance for structural behavioral equations, for multiple influences on obser- 
vations, or for multiple indicators of latent variables. Thus the process implicit 
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in these models is a direct, one-to-one linking of latent and observed variables. 
The probit and logit models combine behaviorally and observationally de- 

rived stochastic terms, as do conventional linear models. Larger deviations 
from X‘B and more frequent “misclassification” of outcomes both imply that 
the predicted probabilities for each observed category, conditioned on X’, will 
approach the observed sample frequencies regardless of the values of X . 3  

Recent work has extended the probit model to include ordered endogenous 
variables within a structural equation framework for the behavioral model. 
(Lee, 1981, presents an extensive discussion of these models.) This two stage 
procedure, analogous to the instrumental variables linear model, greatly en- 
hances our ability to estimate the behavioral parameters, and several applica- 
tions appear in the political science literature (Fiorina, 1981; Franklin and Jack- 
son, 1983; and Franklin, 1984). 

MuthCn (1979) has extended the probit model to the case of multiple ob- 
served indicators of latent behavioral variables. He derives maximum likeli- 
hood estimators for this model and provides an empirical example for two di- 
chotomous indicators of a single latent variable. MuthCn suggests that the com- 
putational requirements of the maximum likelihood estimation are too exten- 
sive for the model to be applied in the general case. Avery and Hotz (1981), 
however, have recently suggested an alternative estimator which is computa- 
tionally tractable and consistent, although not efficient. Applications of these 
multiple indicator multiple cause (dubbed MIMC) models have yet to appear. 

A second class of limited dependent variable models is designed for multiple 
(more than two) unordered outcomes, as found, for example, in a three candi- 
date election. The limited variables work here has turned to the logit model, 
which is well suited to nominal dependent variables, as the probability of each 
categorical outcome can be modeled without imposing a cumulative ordering 
on the groups. 

The logit procedure assumes a behavioral model with a latent endogenous 
variable corresponding to each outcome category, Y ;  = X’B,. The observa- 
tional structure assumes that the probability of each outcome follows a logistic 
distribution based on the values of the Y’,. The expressions are normalized to 
insure the sum of all probabilities equals one. The specification means that the 
log of the odds of observing Y, relative to Y, is ( Ym - Y,) = X’(B, - B,). The 
relevant point is that a particular structure for the relationships between 
behavior and the generation of observed outcomes is specified and estimated as 
part of the statistical method to get more accurate estimates of the behavioral 
model.4 

The multinomial logit model has been extended to cover the multivariate 
case. A single observed endogenous variable is constructed where each joint, or 
conditional, outcome in the multivariate structure defines one of the unordered 
categories. The log-odds of each joint outcome are modeled as the sum of a 
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series of main effects terms, defined by each marginal outcome, and of possible 
interaction terms. This structure is similar to that underlying the ANOVA or 
dummy variable regression models. Early work assumed these terms to be con- 
stant for all observed cases. Later work expanded this structure to make the 
various terms conditional upon values of exogenous variables. This extension 
effectively converts the main and interaction effects into latent endogenous var- 
iables. This latent structure is defined by the construction of the observed vari- 
ables, and not by a latent behavioral structure. The specification of the multi- 
variate-multinomial logit model does not permit inclusion of the constraints on 
the coefficients in the behavioral structure required by many applications, nor 
does it permit the constraints required by the multiple indicator (MIMC) 
models. 

All of the limited variable models just described allow specifications of the 
observational structure that will accommodate many types of commonly ob- 
served data. Unfortunately, these models do not permit very sophisticated spe- 
cifications of the behavioral structure. With the exception of Muthkn's MIMC 
probit model and the two-stage probit approach, the behavioral structures are 
limited to single equation, reduced form specifications, and the observational 
structures are limited to a one-to-one mapping of latent to observed variables 
(or to categories of observed variables). The challenge from this perspective 
then is to develop a model for limited endogenous variables that can accommo- 
date the constraints and specifications of more complex behavioral and obser- 
vational structures. 

THE LISREL MODEL 

By far the most general and flexible approach to estimation of both behav- 
ioral and observational structures is the LISREL model and statistical program 
(Joreskog, 1973). This approach incorporates the general structural equation 
behavioral model with a general specification of a linear observational model. 

The LISREL behavior structure is 

Y'C + X'B = U 

and the observational model is 

Y = LvY' + ei 
X = LAX' -t e, 

where Y' and X'  are latent endogenous and exogenous variables, respectively, 
Y and X are the observations arisiilg from them, and Ly and Lx are the matrices 
of coefficients relating observed to latent variables. U is a vector of stochastic 
terms in the behavioral model, and ex and ey represent deviations from the hy- 
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pothesized observation model. Some authors interpret ey and ex as measure- 
ment error. This they may be, but they also include any and all deviations from 
the explicitly specified linear observation model. These deviations can arise 
from many sources, such as nonlinearities in the functional form, variations 
among observations in the "true" values of Ly and Lx, and in the case of survey 
work, respondent error, as well as from having unreliable measures. 

The statistical procedure assumes that U, ex, and ey are distributed multivari- 
ate normal and are independent of each other. With these assumptions, we can 
estimate values for the unknown parameters by maximum likelihood methods. 
The only restrictions on the unknown parameter matrices are those required for 
identification. This amounts to a very powerful system with potentially wide 
application in political science (Dalton, 1980; Jackson, 1983). 

The primary limitation of the LISREL model is the requirement that all ob- 
served variables be continuous and that all stochastic terms be drawn from a 
multivariate normal density function with mean zero. For much political sci- 
ence data, and especially for survey data, these assumptions are frequently not 
satisfied. The discrete nature of the observed variables is a more serious prob- 
lem, in that it leads to strong violations of the assumption of a linear observa- 
tional structure, anS may yield severely biased estimates. Thus the most power- 
ful and general approach to estimation of models containing erroneous obser- 
vations requires assumptions political science data usually will not support. 
What is to be done? 

One possible method of circumventing these problems is to attempt to esti- 
mate the variances and covariances of the implicit continuous variables under- 
lying the limited, observed variables. This has been done by estimating the cor- 
relations among these implicit variables using the tetrachoric or polyserial fami- 
ly of estimators. (Olsson, Drasgow, and Dorans, 1982, discuss estimation of 
these coefficients. Mebane, 1982, discusses their application to LISREL estima- 
tion.) This approach assumes that each observed variable arises from a single 
normally distributed latent variable, which itself is a function of the latent 
variables in the behavioral structure. A second set of latent variables, denoted 
as X" and Y", are assumed, where Y" = Y'L, + ey and X" = X*LI + ek, from 
which the observed Y and X arise, Y=Fy(Y**) and X = F x f X * * ) .  The joint 
outcomes among the Y's and the X's are used to estimate the correlations 
among the X" and Y". This estimated correlation matrix becomes the input to 
LISREL and forms the basis for the estimation of both the behavioral and 
observational models. 

One difficulty with the approach is that it confounds efforts to systematically 
model and estimate the observational structure by effectively creating a two 
step structure. One conforms to the basic LISREL model in relating Y** and X" 
to Y' and X ' ,  and the other relates Y" to Y and X" to X .  Unfortunately, these 
two steps are not integrated into a single model, and estimation proceeds piece- 
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meal. It is unclear what the assumptions and calculations at one stage imply for 
the next, or what the consequences of violation of assumptions are likely to be. 

NEW DIRECTIONS 

The obvious solution to the dilemma we have sketched is to develop a statisti- 
cal model that includes both a behavioral structure that matches current theo- 
retical work and an observational structure that relates this structure to limited 
endogenous variables. The remainder of the paper outlines such a statistical 
met hod. 

As with all applied statistical work, this model is based on explicit decisions 
creating a set of maintained hypotheses that permit the development of the sta- 
tistical and computational procedures. The first of these is the positing of a lin- 
ear, structural behavioral model identical to that in the LISREL procedure. Obvi- 
ously an approximation to most social, political, and economic behavior, this 
model has proved to be quite robust and insightful in many different settings. 

The second explicit decision is to base the observational structure on the mul- 
tinomial logit model, adapted to the multivariate case. Thus we assume that the 
observed joint outcomes among the observed limited endogenous variables are 
generated by a multinomial logistic process, conditioned on the values of the 
behavioral structure. Some of the implications and trade-offs inherent in this 
decision are discussed in the concluding section. It is important forthe reader to 
grasp that there are two parts to the statistical model's structure, to see how the 
two structures used here are rooted in existing work, and to comprehend how 
they are combined to give a single statistical model capable of estimating the 
parameters in each structure. 

THE STATISTICAL MODEL 

The method developed here consists of two parts, a latent structural behav- 
ioral model and a stochastic model relating the observed endogenous variables 
to the latent structure. 

Behavioral Model 

ized in traditional linear structural equation form, 
The latent systematic relationships describing expected behavior are summar- 

(1) Y'C + X'B = 0 

and in reduced form, 

(la) 

We consider the case with T individual observations and M endogenous and K 
exogenous variables (Y'  and X ' ,  respectively). This gives the appropriate di- 

Y' = -X*BC'  = x*n 
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mensions for X' ,  Y', B, and C. Any number of restrictions in the elements of B 
and C, consistent with maintaining identification, can be applied to give a vari- 
ety of structural models. 

The exogenous variables, denoted by X ,  are treated as directly observable 
and measured without error, i.e., X = X', and as fixed for successive replica- 
tions. Alternatively, the results developed here are conditional on the observed 
values of X in any given data. We do not observe Y', but assume that the latent 
structure in equation (la) generates a set of observable variables systematically 
related to Y', and thus to the observable exogenous variables, X .  In the case of 
traditional linear models (e.g., LISREL), it is assumed that observed values are 
normally distributed about linear functions of the unobserved values of Y'. In 
our case, we assume that the unobserved values of Y' generate a set of J cate- 
gorical or ordinal variables, Z. We next specify a model of the stochastic pro- 
cess relating the observed values of Z to Y', and thus to X ,  that will facilitate es- 
timation of the parameters in the behavioral model, defined by the matrices B 
and C, and in the stochastic observational model. As with the single equation 
limited dependent variable models, behavioral and observational deviations are 
combined and appear in the observational part of the model. 

Notation and Definition 

define some terms for describing the observed measures. Thus we have 

Z, the j t h  observed endogenous variable, j =  1, 2 , .  . . , J ;  

N, the number of categories in Z,, denoted as 1, 2 , .  . . ,N,; 
W categorical variable that includes all possible combinations of Z; 
H the number of categories in W = Il N,,. 
P, the probability of being in categorih of variable W. 

The variable W is used to define all possible patterns of the observed variables 
Z, and we want to develop a model for predicting the probability that an obser- 
vation falls into each category. The appropriate value of W for given values of 
Z = (Z,, Z2,. . . ,ZJ) is 

Before deriving the statistical model, we must establish some notation and 

J 

J-I J w = h = [ c ( n N,)*(Z,-l)] + ZJ 
/:I l = J + l  

with h = 1, .  . . ,H. This is simply an expression for uniquely numbering and 
ordering each category in the set of possible outcomes. 

The Observational Model 
The second part of the model describes the stochastic relationships producing 

the observed endogenous variables, Z, given the hypothesized structural model 
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and the values for X .  Once we specify this precise stochastic relationship, we 
can pick the values for the parameters in the behavioral and the observational 
models that are most consistent with the observed data. 

We assume a multinomial logistic form for the stochastic equations, which is 
then constrained to fit various hypotheses about the relations between 2 and 
and among the various individual variables in 2. This model has been exten- 
sively developed and described by McFadden (1973, 1981), and is consistent 
with a double exponential, or Weibull, choice distribution. The logistic form 
for the process generating the observed endogenous variables is selected for 
mathematical and computational convenience. The multiequation models cited 
above use variations on the probit model because of the more general applica- 
bility of the assumption of a cumulative normal distribution producing 2. 
However, as Avery and Hotz argue, this leads to nearly intractable analytical 
and computational problems and necessitates a series of still expensive numeri- 
cal approximations. We hope to avoid these difficulties by the choice of the lo- 
gistic function. 

The assumption of a logistic function relating the probability of being in a 
given category to a linear function of Y' gives the expression for P, as 

H 

I =  I 
Ph= exp(A,, + Y'A,) /C exp(A,,+ TA,)  (2) 

(We delete the observation subscript as a matter of convenience.) Y' is the 
1 x M vector of implicit observed values of the latent endogenous variables, 
given by Y' = X'BC- I ,  for any observation, and A ,  is an M x  1 vector of para- 
meters determining the linear combination of values of the Ym's relating the ob- 
served values of Z to Y', and thus to X .  (We discuss the question of normaliza- 
tion and identification in a later section.) 

The A,( terms are appropriate constants for each category. The larger these 
constants, the more the predicted probability of each categorical outcome ap- 
proximates its sample frequency, regardless of the values for X' (and implicitly 
for Y'). These constants reflect, among other things, the size of the behavioral 
and observational stochastic terms. Increased stochastic components, from 
either source, obscure any relationship between X' and the observed values, 2, 
and raise the values of A,,, relative to Y A , ,  for each category. For example, 
X'BC- I may accurately predict the behavior represented by Y'. However, if the 
particular measures used, the Z's, are very unreliable, there will be little system- 
atic variation in the outcomes observed for different values of x'. Similarly, the 
true but implicit and unobserved endogenous behavior may deviate substantial- 
ly and randomly from the model - X'BC-' ,  i.e., Y' = - X'BC I + K In this 
case, we will also see very little pattern to the observed outcomes for different 
values of x', even if Z measures Y' very well. As just suggested, both cases lead 
to relatively large constant terms. This model will not discriminate between 
these situations, but can handle the presence of either one, or both. 
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We slightly modify the model at this point to simplify the mathematical deri- 
vations. The vector X is expanded to include a constant value, e.g., Xo = 1, 
and the B and C coefficient matrices are augmented so that Y,' = Xo = 1. The 
matrix A is then expanded so that its first row is now the appropriate element 
Ao,. (This means that the order of all matrices previously defined by M,  the 
number of endogenous variables, is expanded by one, M' = M + 1.) This al- 
teration leaves the model unchanged, but greatly facilitates its description, be- 
cause now 

Ph = exp( Y'A,)/ C exp( Y A , )  
H 

I =  I 

Given that we have H possible categories for W, we have H different column 
vectors denoted by A,. We can write these vectors as A ,  which is an M' x H ma- 
trix of parameters in the multinomial logistic function for each category. We 
also create an H x  1 vector DI, defined so that the elements equal zero except 
that d, = 1 for i = j .  Thus DI is a zero vector except for the ith element. With 
these definitions for A and D1, we can rewrite equation (2) in matrix form as 

H 

I =  I 
P, = exp( Y 'AD,)/ C exp( T A D , )  (3) 

Equation (3) implicitly assumes that the observed values for the different en- 
dogenous variables in Z are generated independently of each other for given 
values of the Y's. Yet there is every reason to believe that the observed values 
of Z may not be independently distributed, even after we account for the latent 
structure and that there are stochastic elements that likely lead to further sys- 
tematic interactions among the Z's. If, for example, Z ,  and Z,  are complemen- 
tary policies in a study of political preferences or attitudes and are being used to 
measure the same underlying preference function, knowing how the value of Z ,  
deviates from that predicted by the values of Y' may provide information 
about how the observed value for Z2 is likely to deviate from its predicted 
value. Thus we must include terms to reflect these possible interactions and to 
allow for nonindependence among the categories of the observed variables. 

We define a vector of interaction terms, Q, to represent these possible inter- 
dependencies. Since we have J observed variables, there are J ' ( J -  1)/2 possible 
elements in Q, making it a 1 x J ' ( J -  1)/2 vector. The elements of Q are zero 
only if we specify that the distributions of the observed values for the respective 
variables in Z are independent of each other, given the values of the Y"s. We al- 
so define a J ' (J -  1)/2 x l vector, F;i, of coefficients that relate the elements in 
Q to the specific categories of each Z that constitute the category W,. In many 
instances, such as with Z's that are dichotomous, the values of F, will either be 
plus or minus one, depending upon whether we expect positive or negative 
dependencies between the relevant categories. In Table 1 we show the pattern of 
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TABLE 1. Interaction Pattern Among Two Ordered Trichotomies" 

zz 
1 2 3 

1 41 2 f2912 -41 2 
Z,  2 f2412 f5412 fs412 

3 -41 2 fs412 41 2 

a Entries are the interaction terms that are included in the logit expression for the probability 
of observing 2, = i and Z2 = j .  

interactions that might exist between the joint responses to a set of two 
trichotomous, ordered variables. 

When these interaction terms are added to the model in equation (3 ) ,  we 
have the full form of the relationship between the latent structure and the ob- 
served values of Z, given by 

H 

I =  I 
P,= exp(Y'A, + Q F J C  exp(Y"A,+ QF,) 

H 

I =  1 
= exp[(Y'A + QF)D,]/C exp[(Y"A + QF)D,] (4) 

where F is the J ' ( J -  1)/2 x H matrix composed of the different column vec- 
tors, F,,. An interpretation of equation (4) is that we estimate the log of the 
odds of observing W, = h rather than W, = g for the tth observation as 

NORMALIZATION, IDENTIFICATION, AND SPECIFICATION 

The model in equation (4) is incomplete. First, it is unidentified, in that there 
are too many unknown parameters, relative to available information, so that 
many structural models are consistent with what we observe; and second, nor- 
malizations for the parameters in the probability equations and to scale the un- 
derlying structure are r eq~ i r ed .~  We cannot, in this section, "solve" the identifi- 
cation problem, as that must be determined by the appropriate structure for the 
problem at hand. What we can do here is indicate how the model can be con- 
strained to achieve identification for a wide variety of problems. We also pre- 
sent two simple normalizations of the model to permit estimation of the para- 
meters in the probability equations. 
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The easiest normalization for the probabilities is to set the first column in A 
(including Ao1) to zero. This normalization is needed to identify the parameters 
in the stochastic structure. Thus, for the first category in W, the numerator in 
equation (4) is only the exponential of any stochastic terms, given by QF, .6 We 
also set one value in each row of A equal to 1 in order to give an implicit scale to 
the unobserved latent endogenous variables, Y'. 

The more difficult constraints to develop and to describe are those dictated 
by the structure of the model and the data generation process and that identify 
the model. As formulated in equation (4), we have many more coefficients 
than we have information with which to estimate those coefficients, the classic 
case of underidentification. This problem can only be solved by placing restric- 
tions on various coefficients. The easiest set of restrictions to outline are those 
on B and C, so that the reduced form coefficients, Il in equation (la), are iden- 
tified. This problem is discussed routinely in all statistical textbooks (See, for 
example, Hanushek and Jackson, 1977; Johnston, 1972; Wonnacott and Won- 
nacott, 1979) and is given a full treatment in Fisher (1966). We will simply as- 
sume that this part of the model is identified, and concentrate our discussion on 
the parts of the model relating this structure to the observed values of Z ,  e.g., 
the parameters represented by A ,  Q, and E 

The majority of the constraints needed to estimate the model in equation (4) 
are in the form of equalities and linear relationships, rather than the zero re- 
strictions found in most econometric work. For example, for the categories of 
W with the same values of Z,, we may want the coefficients on Yiz to be equal. 
This constraint is represented by equating certain elements in the mth row of A .  
In other situations, we may want to specify that the coefficients on Ym for sev- 
eral of the categories of W satisfy a linear constraint, denoted by Ef= ,gharnh = 
0, where the g,'s are given. We will have similar linear constraints on the entries 
in F, the matrix denoting the potential interactions among the stochastic parts 
of the responses. (The entries in Table 1 show several equalities, for example.) 
The parts of the model introduced here incorporate these linear constraints on 
the A and F matrices. We will not discuss restrictions that set elements of A and 
F to constants, as they can be incorporated directly into the model. 

Constraints, other than fixing values of A and F as constants, are incorpo- 
rated through two matrices G, and G,. The columns of these two matrices con- 
tain the necessary coefficients for any one linear constraint. For example, an 
equality of coefficients is represented by values of + 1 and - 1 for appropriate 
elements in a column of G,. If there are R, linear constraints among the values 
of A ,  and R, among the values of F, this means that G, is H by R, while G, is 
H by R,. 

In order to mathematically express these constraints in matrix form, we de- 
fine the following arbitrary matrices L, and L,. The elements of these matrices 
indicate which rows of A and F, respectively, are constrained by a given column 
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of G, and G,. Thus  LA^ # 0 if the constraint in column i of G, applies to the 
j th  row of A and is zero otherwise. The elements of LA and L, are either zero, if 
the appropriate constraint does not apply to the corresponding row of A or F, 
or any arbitrary nonzero value if the constraint does apply. 

LA and L, allow us to express the constraints in the following manner: 

tr(AG,L,) = 0, for LA # 0 ( 5 )  

and 

tr(FG&,) = 0, for L, # 0 ( 6 )  

These equalities must hold for any and all values that the nonzero elements of 
LA and L, may take. We shall use the information implied by the entries in L, 
and L, subsequently when we come to determine the best values for the para- 
meters in the model. At this point, we simply use these matrices to facilitate the 
writing of the constraints. 

ESTIMATION 

To begin estimation of this model, we must have a set of T observations, 
where each observation has the requisite values for X ,  and Z,. Based on the 
values of the Z,, we determine the appropriate category of Wand classify and 
organize the sample by their respective values of y .  We define D, analogously 
to D,, so that D, indicates the category of the tth observation. From equation 
(4) we can define the probability of each observation being in its observed cate- 
gory and write the log of the likelihood of that observation as 

H 

/= I  
L, = log P, = ( Y A  + QF)D, - log [C exp( Yfi + QF)D,] (7 )  

We now write the log likelihood function for the sample as 

T T 7 H 

I =  1 r =  I / = I  , = I  
L = C L, = C (Y;A + QF)D, - C [log C exp(Y;A + QF)D,] (8) 

Expressed as a function of the observed exogenous variables, we have 

7 7 H 

I =  I 1 = I  / = I  
L = C (X,BC-’A + QF)D, - C [log C exp(X,BC-’A + QF)D,] (8a) 

To estimate the model’s parameters, we want to pick the values for the un- 
known elements in A ,  B, C, Q, and F that maximize this likelihood function, 
e.g., that are most likely to have produced the observed data, subject to the 
constraints given by equations ( 5 )  and ( 6 ) .  To incorporate the constraints, we 
interpret LA and L, as matrices of Lagrangian multipliers in a constrained max- 
imization problem. We then maximize the function, 
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T T H 

I =  I 1 = 1  h = l  
L = C (X,BC-’A + QF)D, - C [log C exp(X,BC-lA + QF)Dh] ( 9 )  

with respect to the elements of A ,  B, C, Q,  F, LA,  and L,. 
To keep the exposition tractable, we first present some additional notation: 

TH 

S, 

Spx 

S,  

H x 1 vector of category sample sizes, i.e., Th is the number of 
observations in category h; 

the H x K marrix of sums of the values of X for each category, i.e., 

the H x K matrix of sums of cross-products of estimated probabilities 
and values o f X  for each category, i.e., s,,,, = 

the H x 1 vector of summed estimated probabilities for each category, 
i.e., sPh = c~!~ P ( h .  

The first two terms permit us to write 

S , h k  = cG 1 = 1  x ~ k ;  

p l h X l k ;  

T 

r =  I 
C (XIBC’A + QF)D, = tr (BC-’AS,) + QFTH 

and the third and fourth simplify the writing of first order conditions. 
The necessary first order conditions are the partial derivatives of L with re- 

spect to the unknown elements in the parameter matrices. In deriving expres- 
sions for these partial derivatives, we make extensive use of Dwyer (1967) on 
matrix derivatives.’ These derivatives are: 
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The left-hand sides of these expressions are matrices, where individual ele- 
ments are partial derivatives of L with respect to specific elements of the matrix 
in the denominator. For example, (dL/ab),, is the partial derivative of L with re- 
spect to B,,. The right-hand side of each equation gives the expression for these 
first partial derivatives in terms of the matrices computed with observational 
data- T,, S,, S,, and S,-and the matrices of unknown parameters, A,  B, 
C, Q, F, LA, and LF. These, then, constitute the first order conditions for the 
maximization of the likelihood function in equation (9). Specifically, we locate 
the expressions on the right-hand side of equations (lOa)-(lOg) that correspond 
to the first partial derivatives of the unknown elements of the parameter ma- 
trices, shown on the left-hand side, and search for the estimated parameter 
values that equate these expressions to zero. For example, if B,, is an unknown 
parameter whose value we hope to estimate, we take the expression from the 
(i,j)th element of equation (lOa) as one of the equations defining the first order 
conditions. To find the estimates of the unknown parameters in the model, we 
collect all these right hand-side expressions corresponding to the unknown 
parameters and equate all of them to zero. 

The procedure just outlined gives us a set of simultaneous, nonlinear equa- 
tions which must be solved by numerical analysis methods. These methods rely 
on the matrix of estimated second partial derivatives of L with respect to each 
parameter. 

SOME APPLICATIONS 

Current research has identified several substantively interesting models that 
can only be estimated with limited endogenous variables and where a full infor- 
mation treatment is either required or will greatly improve the parameter esti- 
mates. This section outlines one example of such a model, and gives a brief de- 
scription of how the estimation problem can be cast to fit the statistical model 
proposed here. We do not give elaborate details of the specification, as this ex- 
ample is offered primarily to give the reader an appreciation for the types of ap- 
plications in political science. 

Models of Party Identification 
There is considerable skepticism about whether the traditional seven point 

party identification scale used in the National Election Study surveys reflects a 
single ordered dimension of partisanship, as originally intended. Several au- 
thors (Weisberg, 1980; Van Wingen and Valentine, 1979; Brody, 1977; Dennis, 
1981) present evidence suggesting at least one, and at times more, additional di- 
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mensions that underlie a respondent’s classification on the party identification 
variable. 

The first of the additional hypothesized dimensions is based on the idea that 
the concept of “independent” has an attraction for some individuals irrespec- 
tive of their partisanship. Some of these people may be quite partisan in their 
voting behavior and in their party evaluations, but prefer to classify themselves 
as independents, or leaning independents. This situation clearly illustrates the 
problem created when one tries to use the party identification variable to assess 
partisanship. People with strong partisan preferences, but who prefer to be 
classed as independents, are treated the same as people who are independents 
(or leaners) because they are close to being indifferent in their evaluations of 
the two major parties, thus confounding the two groups of people. Another 
possible dimension is the distinction between weak and strong partisans. Brody 
(1977) and Weisberg (1980) for example, see this choice, among those who 
have stated a partisan preference, as being qualitatively different and subject to 
different influences than the party preference. 

If these arguments are correct, to conceptualize and measure party identifica- 
tion accurately, we need to consider the possibility that three different underly- 
ing dimensions exist, that individuals implicitly locate themselves at different 
places along these three dimensions, and that the responses to the party identifi- 
cation questions are influenced by each of these separate placements. The obvi- 
ous empirical questions are: How much variation is there among individuals on 
each dimension, and what weight is given to each dimension in the response to 
the party identification question? 

In order to address these questions, we pose an underlying latent model that 
represents all three dimensions and that relates individual positions on these di- 
mensions to measurable exogenous characteristics of the individual, such as 
their parents’ identifications, their education, religion, race, region and place of 
residence, etc. We represent these exogenous variables by the vector X .  The 
three latent dimensions are: 

Y;  = XB,  partisanship 

Y; = XB2 independence 

Y; = XB, strength 

Although we have expressed each of the underlying dimensions as functions of 
the same set of exogenous variables, we can specify that certain elements of B,, 
B,, and B, are zero to account for different hypotheses. For example, if inde- 
pendent parents predispose one towards independence, but not towards either 
of the major parties, the coefficient on the “independent parents” variable will 
be specified as zero in B, .  
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TABLE 2. Party Identification Model 
Category Probability Expression 

Strong Democrat exp(uol + K + r; + u12 + u23) 

Ind. Democrat exp(uo3 + ul,K + Y; 0 1  2 1 
Ind. Independent exp( + Y ;  + f t U l 2  ) 
Ind. Republican exp(uo5 + u,,X + E + u12 ) 

0 1 2  + u23) 

Strong Republican exp(u,, + u,,K + r; - u 1 2  - u23) 

Weak Democrat exp(uO2 + u12X + 0 1 2  - 0 2 3 )  
- 

- Weak Republican exp(uo6 + u16K 

We next hypothesize that respondents’ probabilities of being in each of the 
seven categories of the party identification variable are a function of their posi- 
tions on these underlying variables, and that this function follows the logistic 
form. Table 2 gives the expressions for the numerators in the respective proba- 
bility terms. (The denominator is the sum of these seven numerators.) We have 
incorporated normalizations for each latent component by setting a number of 
coefficients to zero. Expressions can be compared to give the odds of being a 
particular partisan or independent, relative to another category. We also fix cer- 
tain coefficients on Y; ,  Y;, and Y; to 1.0 in order to scale the underlying equa- 
tions. The u12 interaction term estimates the lack of independence between 
being a partisan and being a Democrat. (A positive value for uI2 indicates that 
people who are partisans, rather than independents, are more likely to be Dem- 
ocrats, other things equal.) The uZ3 term estimates the dependence between 
strength and partisan preference. (A positive u23 indicates that irrespective of 
the latent structure, strong rather than weak partisans are more likely to be 
Democrats.) 

The specification in Table 2 incorporates all the above hypotheses about the 
dimensionality of party identification. The inclusion of Y;  in the three indepen- 
dent expressions and the values for B, measure whether independence is an at- 
tribute separate from partisan preferences, i.e., from neutral values for Y; .  For 
example, the odds of being a Democrat leaning toward independence rather 
than a weak Democrat, are 

If the probability of being a weak Democrat, relative to that of being an inde- 
pendent Democrat, does not vary with partisanship, a,3 will equal a,,. The only 
way, then, to systematically discriminate between independent and partisan 
Democrats is by their score on Y;, the independence dimension. A comparable 
interpretation applies to the presence of Y; in the expression for strong Demo- 
crats and Republicans. For example, the odds of being a strong Republican, 
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rather than a weak Republican, are exp[(u,, - u& + (u,, - a,J Y;  + Y; - 
2a,,]. If partisanship does not differentiate weak and strong Republicans (i.e., 
a,6 and a], are similar), then Y; is the only systematic explanation for why peo- 
ple are strong partisans.* We expect Y; only to distinguish independents from 
partisans, hence its omission from the strong and weak partisan expression. 
Similarly, Y;  enters the strong partisan expressions, as it is expected to differen- 
tiate strong partisans, but not others. 

The size and statistical significance of different coefficients and components 
constitute tests of the various propositions about the dimensionality of the cur- 
rent (and past) party identification measures. Omitting Y; and Y; reduces the 
model to the one dimensional partisanship structure. The addition of Y; makes 
the model two dimensional, adding the Independence concept. Similarly, the 
addition of Y; adds the strength concept to the structure. The tests of these dif- 
ferent models are done by statistical comparisons of how well the different 
structures fit the observed data. 

CONCLUSIONS 

Applied statistical work requires choices, either about what aspects of a 
problem to address and which to assume away or about what specifications and 
approximations to use. These choices all imply a risk that the consequences of 
an unfortunate decision may be sufficiently large to affect the empirical results 
and the conclusions developed from them. The problems ignored may be more 
consequential than the problems addressed and/or the maintained structure 
may be a poor approximation to the actual process underlying behavior and the 
generation of the observations. The decisions required in empirical research, 
and the implied risks, cannot be avoided and can only be improved by more so- 
phisticated and elaborate statistical procedures. In this concluding section, we 
want to discuss some of the assumptions, and their likely consequences, in the 
specification of the logit observation model. 

The key assumption made in the observation model is that the probability of 
an observation being in any one of the possible categories created by the mea- 
sured variables follows the multinomial logit form. There is no strong theoreti- 
cal justification for this assumption, unless one is partial to Weibull choice dis- 
tributions. It was made for mathematical and computational convenience. The 
model then permits constraints on the logistic form to reflect various hy- 
potheses about the structure of the observational model. Other choices 
“could” have been made, such as treating the likelihood of observing a particu- 
lar outcome as a function of a multivariate normal distribution rather than the 
logistic function. We want to point out some of these decisions and discuss their 
possible implications for the model’s results. 
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Distribution Assumptions 
We have assumed that the distribution of observed values follows a multino- 

mial logistic function. Thus one difference between our model and the “true” 
nature of the world lies in deviations from this assumption. We have no way of 
knowing the “true” distribution, nor even whether the observed variables are 
generated by any known distribution. In the absence of this information, we 
can only ask what are likely alternatives, and what consequences ensue from 
our assumption, if one of the alternatives is a better approximation. 

An alternative assumption is that the observed marginal values of each lim- 
ited variable are cumulatively normally distributed (Ashford and Sowden, 
1970). This assumption underlies the probit and n-chotomous probit models 
and is applicable to ordered variables. The joint, or conditional, probabilities 
describing possible outcomes in the multivariate case are developed to be con- 
sistent with these marginal distributions. The multinomial logit model, on the 
other hand, starts with a description of the conditional probabilities, and then 
deduces the cumulative marginal distributions. For dichotomies, there is very 
little difference between the normal and logistic distributions (Hanushek and 
Jackson, 1977, pp. 187 - 189). Differences do appear in the multivariate-multi- 
nomial case, however. Multivariate distributions with logistic conditional prob- 
abilities have logistic marginal distributions (Nerlove and Press, 1973, pp. 
26-32), but if the marginal categories are ordered, the cumulative distribution 
is not logistic. Thus, the similarities between the normal and logistic distribu- 
tions in the binary case do not extend to multivariate-multinomial applications. 
We are then left with the question of whether the logistic (conditional) or cumu- 
lative normal (marginal) model fits best. The logistic function has the advan- 
tage of having a relatively simple form for the conditional probabilities, which 
are the heart of this exercise. 

The logistic function used here is more expensive statistically than the normal 
distribution if one has ordered variables. The logistic probability function re- 
quires estimation of a greater number of parameters, and is most appropriate 
for unordered variables. This method will appropriately fit an ordered variable. 
However, as in all statistical applications, any use of a priori information to re- 
duce the number of parameters estimated gives more precise estimates for the 
unknown terms. Thus, use of the multivariate-multinomial logit model when 
the observed variables are known to have ordered categories gives less precise 
(larger variance) estimates than a comparable probit model. Restructuring the 
model to incorporate this restriction is a major undertaking. 

Logistic Choice Models and Irrelevant Alternatives 
A frequently cited difficulty with the multinomial logistic model is the effect 

on predicted choice probabilities of the addition of an “irrelevant” alternative. 
The frequently given example of this situation is McFadden’s car/red bus and 
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car/red bus/blue bus choice problem. In essence, the paradox is that the pre- 
dicted odds of a person choosing a car relative to bus differs between the first 
and the second case because of the addition of the third alternative. Yet, why 
should the predicted car/bus choice be dependent upon whether one also has 
the choice of a red or blue bus in the second case? We contend that the paradox 
is primarily the consequence of not fully specifying the observational structure 
and not taking full advantage of the multivariate logit model. 

In the common presentation of the problem, the probability that a person 
chooses the car in the first case is given by 

Prob( Z = car) = eyl*/( 1 + eY1') 

and the probability that he or she chooses a red bus is 

Prob(Z= red bus) = 1/(1+ eY1*) 

so that the odds of choosing "car" are eyI*. (We suppress the subscript for per- 
son i for notational convenience.) In numeric terms, if the odds of choosing car 
over red bus are 2:1, then the probability of choosing the car is 0.667. In the sec- 
ond case, the probabilities are 

Prob( Z = car) = eY1*/( 1 + eyl' + en') 

Prob(Z = blue bus) = en'/(l + eY1* + en') 

Prob( Z = red bus) = 1 /( 1 + eyl* + en') 

Y1' again indicates the relative preference for car over red bus, and Y2* indi- 
cates the relative preference for blue over red busses. The odds of choosing car 
over red bus remain eY1*. However, the odds of choosing car over blue bus are 
ecy1'- Y 2 * ) ,  and of choosing car over "bus" are eY1'/(l + en'). This latter ex- 
pression indicates that the odds of choosing car over bus are predicted to be dif- 
ferent in the two cases. In the numeric example, we cannot continue to main- 
tain odds of 2:l for car over red bus and for car over any bus, and have relative- 
ly even odds for choosing red or blue busses. The obvious inconsistency here is 
that the odds of choosing car rather than bus should not change simply because 
we introduce the option of different colored buses. This characteristic of the 
multinomial logit model, developed by McFadden (1974), makes estimation of 
the behavioral structure describing people's relative preference for car versus 
bus transportation difficult and the results dependent upon the choices pre- 
sented in particular situations. 

The model developed here restructures the car/red budblue bus example in a 
way that skirts the importance of the irrelevant alternatives problem. The be- 
havioral model here is a two equation structure, describing preferences for car 
relative to bus (denoted by Y1' = XB,)  and for blue relative to red (denoted by 

and 
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Y2' = XB,). Implicit in the observed outcomes is an observational structure 
that presents individuals a set of two dichotomous choices, which combine to 
give a set of four possible outcomes; blue car, red car, blue bus, and red bus. 
The observational model relating choices to the behavioral structure describing 
preferences is now assumed to follow the multivariate logit model developed in 
this paper. The expected probability of each possible outcome is: 

Color Mode 
Car Bus 

Blue eY1*- n ' / D  en*/ D 

Red .+'/D 1 /D 
I .  

where D= (eY1 - k2 + en* + eyl* + 1). Now, the expected odds of choosing car 
over bus are 

We thus have the same expression for the odds of choosing car whether we use 
the conditional probabilities in the table or the marginals created by disregard- 
ing the color option. 

The model presented here indicates that the trouble with the red budblue 
bus example is in the observational structure, where the options of red car/blue 
car are not observed, thus complicating the appropriate model for the process 
generating observations. This situation requires respecification of the observa- 
tional model, not a recasting of the behavioral model. Our model also makes 
the expression for the odds of choosing car over red bus (or blue bus) more 
complicated, in that the log-odds does not reduce to a linear expression, as does 
the traditional formulation. We contend, however, that ours may be a more ac- 
curate description of the choice process, in that it recognizes the two dimension- 
al nature of the choices being presented, as reflected in the two equation behav- 
ioral model. 

The model just described is simplified, in that it assumes that preferences for 
mode and color are additive and linear in the log-odds and that the observed di- 
chotomous choices are independent. Neither assumption is tenable in all cases. 
The observed choice of mode may not be independent of the observed color 
choices, and preferences may interact, so that preference for color is more (or 
less) important when the selected mode is car than when bus is selected. Both 
situations can be incorporated in the model developed here. 

If there is interaction between observed mode and color choice, so that either 
red car or blue bus is more likely to be observed for all individuals than pre- 
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dicted by the model above, we can incorporate this with the elements in the Q 
matrix. In this case, with only two dichotomous choices, Q is a scalar, and the 
coefficients in F a r e  either plus or minus one, depending upon the cell. If there 
is systematic interaction among individuals' preferences, so that color assumes 
a greater influence among car choosers, an additional behavioral equation de- 
noted as Y3' = XB, is required. This equation models how the magnitude of the 
interaction term varies among individuals (it may be a constant). In the obser- 
vational structure, Y3' enters the expressions for the blue car choice (the entry 
in the upper left corner of the choice table). 

These examples discuss points where the structure of the model has to be as- 
sessed against expectations about how particular observations are generated. 
To the extent there is empirical or theoretical evidence to indicate that the main- 
tained hypothesis of a multivariate logistic process is a poor approximation to 
how the observations were generated, one must then consider the magnitude of 
the estimation errors introduced and the gains to be had by using an alternative 
estimation technique. This paper has, however, embarked in the direction poin- 
ted to in the full structural equation behavioral model and an observational 
structure that relates this behavioral model to the broad range of limited vari- 
ables encountered frequently in social science research. 
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NOTES 

1. The terms F(m) and L(m)  represent the standard cumulative normal and logistic 
distributions, respectively. 

2. Because the scale of the latent variable is known only up to a linear transformation, 
the coefficients and thresholds may be scaled by any convenient restrictions of the 
model parameters, which are usually that of the standard normal and the specifica- 
tion that t, = 0. 

3 .  In the probit model, this stochastic element is summarized in the variance of the 
cumulative normal distribution relative to  the variance of the systematic 
component, Y'. In the logit model, the magnitude of the combined stochastic 
element is implicit in the size of the constant term coefficients for each category, 
denoted by a,, relative to the variation in values of Y'. 

4.  The coefficients in the latent models are adjusted to give an implied scale to the 
model. (See Nerlove and Press, 1973). 

5 .  Normalization of the parameters in the probability equations is required because it 
is possible to add a constant to every element in row m of A (the coefficients 
relating Y i  to each category's probability) without changing the probabilities 
assigned to each category. Without the normalization to scale the model, it is 
possible to multiply the reduced form coefficients in the equation (la) for Y i  by a 
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constant and divide the corresponding coefficients for YA in the logistic equations 
for each category (the values in the mth row of A )  by the same constant and leave 
the probabilities unchanged. The normalizations discussed here eliminate these 
identification problems. 

6. Others have used the normalization that the sum of each row of A equals one 
(Nerlove and Press, 1973), but the choice is arbitrary and does not alter the 
predicted probabilities of an observation falling into a particular category. We 
choose our normalization because it is mathematically and notationally simpler. 

7.  The important formulas and their application to the problem are available 
separately from the authors. 

8. The distribution of voters along the independence and strength dimensions is 
assessed by the size of the coefficients in B, and B,. Large values for these 
coefficients imply substantial variation among citizens on the independence and 
strength dimensions. Coefficients close to zero indicate slight variation and suggest 
that the behavioral model cannot systematically distinguish citizens on these 
dimensions. 
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CHAPTER 10 

THE DYNAMICS OF PUBLIC OPINION 

Richard G. Niemi 

Public opinion is so broad a topic as to defy simple summarization. Often in- 
cluded under this heading are what at other times are thought of as entire fields 
of study: political socialization, political psychology, parts of the study of mass 
media, much of electoral behavior, and small parts of several other fields. Add 
to this the nonacademic study of public opinion, and one finds a truly stagger- 
ing volume of literature. 

Faced with this situation, I have not tried to write a bibliographic essay, as a 
glance at the short list of references would indicate. Rather, I have tried to ad- 
dress current shortcomings in the study of public opinion. But this raises a 
problem for me, since I usually find such essays to be long on platitudes (not to 
mention just plain long) and short on specifics. In order to avoid that pitfall, I 
address only what I consider the most pressing needs-most especially the need 
for more dynamic studies. Yet even such a narrow focus leads to a number of 
important methodological points about the kinds of surveys needed, questions 
used in those surveys, dissemination of the results, and reporting of surveys in 
academic and other outlets. Encyclopedic reviews (e.g., Kinder and Sears, 
1983) exist and serve a genuine purpose. With the approach taken here, I am in- 
stead trying to influence some aspects of future surveys and analyses of them. 

THE NEED FOR MORE DYNAMIC STUDIES 

Most of our theorizing about public opinion is not very dynamic, and when 
it is, it is even less precise than most of our theorizing. That is, even when we 
deal with subject matter over time, we rarely make specific, and especially test- 
able, generalizations about change. An analogy that comes to mind is a com- 
plaint frequently made about so-called comparative studies. Most are not really 
comparative but simply study a country other than the one the researcher is in. 
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226 RICHARD G. NIEMI 

In similar fashion, we have studies that compare opinions at different times, 
but rarely are there any linkages drawn to explain why opinion is not identical 
at the two points in time. 

Political scientists may be more guilty of this than others. Matters of public 
opinion are often tied to presidential elections. Since to some degree every pres- 
idential election is different from every other one, it is easy to use that fact as 
the reason for not modeling changes more explicitly over time. Not that candi- 
dates should be ignored. I am much taken, in fact, by Petrocik’s (1980) analysis 
of the effect of pairs of candidates on voter reactions. Instead, the point is that 
we have to become more explicit about the ways in which candidates and other 
changeable factors alter public opinion. Instead of simply marveling at the fact 
that coefficients in a prediction equation vary over time, we have to begin to ex- 
plain why those coefficients change, and to do so in a way that allows us to pre- 
dict future changes rather than append explanations after the fact. 

Opinions may change over the short run as well as the long run. My own 
view, however, is that the most useful dynamic theories will come from taking a 
much longer run perspective than we typically do. I come to this conclusion af- 
ter having thought about a number of interesting theories that are dynamic, 
four of which I will briefly describe. All of these take what I would call a very- 
long-term perspective. They address changes that can be properly tested only 
with data over a period of decades if not generations. 

The first example I cite is Inglehart’s (1977 and elsewhere) theory of material- 
ist/ postmaterialist changes in political ideology. Inglehart argues that formerly 
in industrialized societies, politics revolved around materialist goals: satisfying 
basic needs for physical and economic security in a context of scarcity of food, 
shelter, clothing, and safety. Who would benefit most from industrialization, 
and related questions such as ownership of the means of production and the 
distribution of income, were the basis for political conflict. As “advanced” in- 
dustrial societies developed-ones in which basic material wants of most indi- 
viduals were satisfied-the basis of political conflict began to change. Argu- 
ments developed over nuclear power, women’s liberation, and numerous issues 
related to the family, the peace movement, the environment, and so on, which 
were of a fundamentally different character from those about materialist goals. 
These “postmaterialist” issues are replacing the older, more strictly economic 
issues as the major dimension of poltical conflict. 

Surely one can find fault with this as an example of theorizing about changes 
over time. Perhaps more importantly, the change from industrial to postindus- 
trial society is not an experience that is likely to be repeated-at least in western 
societies. Therefore, it might be viewed as an ad hoc explanation of observed 
changes. However, we are still undergoing this change, and with the 1973-74 oil 
crisis and other energy concerns, the recent worldwide recession, and the enor- 
mous north-south differences in economic security along with greater interde- 
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pendence among the world economies, it is not at all certain that the change will 
ever be completely consummated. Therefore, it stands as a predictor of future 
change as well as an explanation for the recent past. In any case, if we can un- 
derstand and to some small degree predict changes in the entire basis on which 
political arguments are formed, we will perhaps achieve a meaningful science of 
public opinion. As noted, however, this is not a change that can be confidently 
detected with surveys a few years or even a few presidential elections apart. 

My second example has some of the same characteristics as the first one, but 
it speaks of a repeated phenomenon, and we should be able to test it by the turn 
of the next century. I am thinking of Paul Allen Beck’s (1974) “socialization” 
theory of realigning elections. The essence of Beck’s theory is that both those 
who experience a realignment directly, and their children, who experience it in- 
directly through their parents, will be so affected by the realigning events and 
ideas that they will be the focus of their political thinking for the rest of their 
lives. Such individuals can alter their opinions, and they will naturally be forced 
to take positions on new issues that arise later on. Nonetheless, they will focus 
primarily on issues arising out of the realignment. The dynamic element comes 
from Beck’s argument that a new realignment will occur only when there is a 
generation of individuals who themselves have not experienced the previous re- 
alignment and whose parents have not experienced it directly. 

We can, of course, go backward in time with this theory, and the regular pace 
of past realignments-in about 1860,1896, and 1932-lend a degree of support 
to it. But the theory also makes a specific prediction about the future. Let me il- 
lustrate with some numbers. Let us think of the New Deal realignment as 
having occurred between 1930 and 1940. We might now wonder why another 
realignment did not occur in the 1940s or surely in the 1950s. Individuals grew 
to adulthood during those decades who did not directly experience the New 
Deal period (except perhaps as children). They, like myself, would not have 
been deeply moved by the events of the Great Depression. But these are precise- 
ly the individuals who are strongly influenced by their parents, or in my case by 
an eighth grade math teacher who taught us little about numbers but a lot 
about how fortunate we were to be growing up in the 1950s. If we think of a 
generation as being 25 years long (a number pretty commonly used and not 
picked to make this calculation work out correctly), it is not until 1965 that a 
generation comes of age whose parents came of age after 1940. As we all know, 
1965 was a watershed year with regard to party identification, a major element 
in realignments. The exact correspondence of these numbers is perhaps a coin- 
cidence, but the occurrence of a change in partisanship (in this case a decline in 
the number of identifiers) around that time is much more than coincidental if 
Beck is correct. 

But we can go one step further. If we can identify the end of the realignment 
period, we can predict the next realignment. Thus if we again think of the re- 
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alignment (or dealignment if you wish) as taking ten years to 1975, then the 
next realignment should occur as we go into the 21st century. On this basis, I 
will boldly assert that APSA conventions around that time will be regaled with 
papers on “A new alignment for a new century?” and similar topics. But my 
main point is not to set the agenda for Association meetings that far in ad- 
vance. Rather the point is that Beck’s theory suggests an important, relatively 
specific and testable, dynamic element in one aspect of public opinion.’ Per- 
haps also of significance is the fact that Beck’s theory, like Inglehart’s, deals not 
with the specific distribution of opinions but rather with the agenda of politics. 

My third and fourth examples of dynamic theories of public opinion are less 
ambitious but perhaps more frequently obtainable. They are models of opinion 
formation and change that are highly specified- that usually means mathemat- 
ical-and that can be used to probe the consequences of change in some of 
their parameters. Philip Converse (1969) created a model that expresses the lev- 
el of partisanship of a cohort of individuals as a function of personal partisan 
experience (number of years eligible to vote multiplied by a turnout factor and 
a factor intended to measure resistance to new learning among cohorts that 
were first able to vote sometime beyond the normal age of adulthood) and in- 
herited partisan experience (essentially the father’s personal partisan experi- 
ence). Frankly, my own recent work has shown that this model is in some re- 
spects a flawed one. In new electorates it predicts that partisan strength is great- 
est among the youngest adults and declines monotonically as age increases 
(since in a new electorate all have had the same-i.e., no-experience, and the 
older one is at the time of enfranchisement, the more resistance there is to 
learning a new behavior or attitude). Yet evidence from new electorates does 
not support this conclusion (Niemi et al., forthcoming), 

Whatever the correctness or incorrectness of this aspect of the model, how- 
ever, I very much like the fact that it yields specific predictions about the rela- 
tionship between age, time of enfranchisement, turnout, and partisan strength. 
Considering the small number of variables in the model, it is surprisingly rich 
with implications, the shape of the age by partisan strength curve in new electo- 
rates being one of them. And while it is best tested with a long series of observa- 
tions of a new electorate, some tests can be made with cross-sectional data. Fi- 
nally, it is also useful to note that Converse’s model is unusual in that it relates 
in a precise and relatively straightforward fashion the impact of an institutional 
change, enfranchisement, on one aspect of public opinion. 

The other example of a narrow but precise model of public opinion is in 
many ways very similar to Converse’s. Carlsson and Karlsson (1970) assume, 
like Converse, that individuals are less likely to change as they got older. Thus a 
new stimulus is most likely to be reflected in the attitudes of young adults and is 
decreasingly likely to alter the aggregate outlook of older cohorts. Unlike Con- 
verse’s model, however, older individuals may have strong opinions prior to the 
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stimulus change. By assuming a specific form of the age-change relationship, 
Carlsson and Karlsson are able to model how the population reflects changing 
stimuli. One of the interesting implications of their model is a smoothing effect 
in the overall population for what in the young are abrupt changes. Another is 
the blurring of adjacent cohorts, especially among the elderly. An elderly co- 
hort will reflect a whole series of past stimuli, and a slightly younger cohort will 
reflect these same stimuli in almost the same way. Thus, the distinctiveness of 
older cohorts will be very difficult to detect. While this feature may make the 
model a good description of attitudinal change, it also makes it extremely diffi- 
cult to test, and I have not seen any good examination of it. Nevertheless, it is 
striking in the precision and substance of its predictions. 

If more of our theories were as dynamic as the four that I have described, we 
would be closer than we are to a science of public opinion. For the most part we 
deal with static relationships; alternatively, we observe and describe changes 
over time, but with little theoretical explanation and attempts at modeling why 
those changes occurred. Fortunately, change in public opinion itself sometimes 
forces us to think dynamically, as changes in voting behavior in the 1960s 
forced many of us to reevaluate our ideas about voting behavior. Yet this does 
not happen often enough. Therefore, it behooves all of us to recognize how 
much less we know about the dynamics than about the statics of public opinion 
and to begin to rectify that situation. In what follows I suggest three ways in 
which we might do that. 

STUDIES OF THE LIFE CYCLE 

Despite all of the recent attention to life cycle, generational and period ef- 
fects on party identification, I believe that we have only begun to scratch the 
surface in our knowledge of the relationship of the adult life cycle to political 
opinions and behavior. Admittedly, this is a controversial point. Markus (1983, 
p. 734), for example, has recently said that even with respect to the develop- 
ment of partisan strength, “age as a variable has no direct theoretical 
meaning.” And apart from the well known relationship between age and voting 
turnout,* there are relatively few instances in which age-related differences ap- 
pear to be genuinely caused by a person’s position in the life cycle. 

The lack of many significant findings to date may be attributable to at least 
two factors. First, the biggest changes may occur at the time in the life cycle 
that is most difficult to study. Because of their considerable mobility and lack 
of social ties, 18- to 24-year-olds are especially difficult to sample properly 
(Converse, 1976, pp. 49-51), so much so that it has become commonplace to 
set this group aside in looking at the development of partisanship. While this 
may be prudent given the apparent biases in most samples, it avoids rather than 
overcomes the problem. If the greatest amount of change occurs very early in 
adulthood-and the Jennings-Niemi (1981) and Jennings-Markus (1984) 
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panel results suggest that that might be the case-then we need to overcome the 
sampling problem if we are properly to understand life cycle changes. 

A second reason for the sparse findings in regard to the life cycle may be that 
we have looked for the wrong thing. It may be that few attitudes ever show a 
systematic relationship to age, much less being directly attributable to age or 
life-cycle position. The salience of issues, however, may to some degree be a di- 
rect function of the life cycle. This is especially true if we look at the salience of 
topics as reflected in behavior. How many 25-year-olds and how many 
60-year-olds, for example, are heavily involved in school politics? Some, to be 
sure, but for obvious reasons the greatest attention to schools occurs among the 
middle-aged. And more generally, attention to local politics, as opposed to the 
more glamorous world of international politics, seems to be a concern of the 
middle-aged (Jennings and Niemi, 1981, pp. 127-128). The way in which opin- 
ions are translated into action also varies by age. Once again, it may be the very 
youngest adults who stand out in this regard. It is hard not to observe the 
youthfulness of most protesters, whether the civil rights protesters of the 1960s 
or the environmentalist protesters of the 1980s, and it is hard not to attribute 
this to stages in the life cycle. 

It will not be easy to develop and test theories of life cycle phenomena be- 
cause they are hard to distinguish from generational and period effects, are 
sometimes disrupted by these same effects, and because their principal impact 
may be on less prominent aspects of public opinion. But we must make the at- 
tempt to understand the adult life cycle if we are to more fully understand the 
dynamics of public opinion. 

HISTORICAL STUDIES 

A second way in which studies of public opinion can become more dynamic 
is to extend them backwards into history. An immediate objection, of course, is 
that we lack relevant data. Pushed to its extreme, this objection is surely cor- 
rect. Scientifically drawn sample surveys do not go back far enough for us to 
examine public opinion, say, about the Revolutionary War or even about 
World War I. As time marches on, however, the objection that we cannot do 
historical studies becomes less and less significant. There are now over 30 years 
worth of academic surveys of the general public, and commercial public opin- 
ion polls go back almost another two decades. Fifty years represents almost a 
quarter of our history as a nation, and hardly anyone would regard the decades 
of the 1950s and earlier as identical to the 1980s. While we may not yet think of 
studies of the 1950s as “historical,” it is becoming increasingly insightful and 
important to test our ideas on the entire scope of available survey data. 

There are also creative ways in which some aspects of public opinion can be 
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studied for earlier periods. Some 19th century data on individual partisanship 
have been found (Hammarberg, 1977), and personal journals, town and city 
records, church records, contracts, and other such material are being used to 
give us at least a glimpse or two into public attitudes in earlier times. Such 
sources are not equivalent to random samples, of course, but knowing the 
kinds of biases in such material sometimes allows us to make tentative but use- 
ful inferences in spite of their selectiveness. To date, most of this work has been 
done by historians. Political scientists should join them on this bandwagon lest 
they be left behind. But more importantly, attention to history-whether of the 
last several decades or of the last several centuries-should stimulate a far more 
dynamic view of public opinion than exists now. 

A RELATED NEED: COMPARATIVE ANALYSES 

One of the themes of recent work in social choice theory is the rediscovery of 
institutions. Riker (1980), for example, argues that studies of attitudes and in- 
stitutions went their separate ways two decades or more ago, and that only now 
is social choice theory beginning to incorporate institutions into studies of the 
way in which attitudes are aggregated. The same lack of attention to institu- 
tions characterizes public opinion research. The question is how to alter this 
situation. 

Dynamic theories, especially those covering long historical periods, are one 
way of bringing institutions into our work. But in emphasizing dynamics, we 
should not overlook the need for more comparative analyses, especially when 
they are dynamic as well. Comparative studies of voting behavior are now le- 
gion. And insofar as voting studies overlap with public opinion more generical- 
ly, there have been some efforts at studying public opinion in a variety of coun- 
tries. But attention has seldom focused on the study of public opinion per se. 
This is most unfortunate since a lesson well learned in voting studies is that con- 
cepts and measurements do not always travel well. Yet understanding why they 
do not travel often leads to new insights. 

As an example of the possiblities, I offer some work that I recently com- 
pleted with a Swedish collaborator on the stability of attitudes in Sweden and 
the United States (Niemi and Westholm, 1984). Following Converse’s work on 
attitudes and nonattitudes, we first used panel studies from the two countries to 
determine overall stability levels of political attitudes. Leaving aside an array of 
methodological problems, the results demonstrated to our satisfaction that 
there was substantially more stability of expressed opinions in Sweden than in 
the United States. In the U.S., the average over-time correlation was .43; in 
Sweden it was .55 .  Moreover, there were abstract issues in Sweden on which the 
correlations wer$ .65 and above, and among highly interested respondents the 
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correlations reached .75 - .80. More important than simply determining this 
fact, however, was that we offered an explanation for the results and success- 
fully tested the explanation. Is the Swedish electorate better informed than that 
in the United States? Probably not, at least in most senses of the word. What is 
the case is that the Swedish political parties tend to take clearer, more consistent 
stands on issues, more consistent across political leaders and across time. As a 
consequence, there is typically a stronger relationship between partisanship and 
respondent opinion. This in turn leads to more stable attitudes, often, we con- 
jecture, even in the absence of any real understanding of the issues. The point 
here, of course, is that the effect of an institution (parties) on attitude stability 
would probably not have been discovered in the absence of comparative work. 

One other set of analyses is particularly worthy of note because they incorpo- 
rate data over a couple of decades or more and are reasonably well developed 
theoretically. Studies of the impact of the economy on the popularity of execu- 
tives, having begun with studies of presidential popularity, are now a genuinely 
comparative enterprise (see Hibbs, 1982, among others). The results of these 
studies are mixed in the sense that somewhat different formulations are often 
found significant, but they are rather consistent in finding that fluctuations in 
the economy alter evaluations of presidents and prime ministers. The important 
point here, however, is that differences between countries have had to be taken 
into account, both in formulating equations and in interpreting results. The 
consequence has been increased insight into the way in which public opinion re- 
lates to both economic events and party platforms. Interestingly, the two exam- 
ples that came most immediately to mind again call attention to events and 
opinioiis over a long period of time. Madsen (1981) suggests that the reason for 
a different relationship between macroeconomic policy and party strength in 
Norway than in the U.S. is that attitudes in the Norwegian public, even more so 
than among Americans, were fundamentally shaped by the Depression of the 
1930s. Similarly, Baker, Dalton, and Hildebrandt (1981) interpret German re- 
sults in light of attitudes developed as a result of rapid recovery of the German 
economy following World War 11. 

Other examples, of course, could be cited. Many studies in voting behavior, 
for example, at least touch on public opinion more generally. Yet it is signifi- 
cant that the major examples of collaborative work that I can think of grow 
specifically out of voting research, studies of socialization, and so on. When I 
think of public opinion abroad, I think primarily of Gallup affiliates in other 
countries. While these affiliates provide a useful set of data that should be ex- 
ploited much more than currently, they are most unlikely to provide the kind of 
theoretical understanding that is needed if we are to develop a science of public 
opinion. Comparative studies should contribute a lot to our understanding of 
public opinion. At present they do not. 
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Question Wording and Questionnaire Content 
If we make the study of public opinion more dynamic, how will this affect 

the methods that we use? First, an emphasis on models of change will lead us 
away from the close scrutiny of single, cross-sectional surveys. Longitudinal 
studies will become more frequent, whether that means panel designs, cohort 
analyses, or examination of repeated cross-sections. If my examples above are 
any indication, analyses will increasingly cover long periods of time, sometimes 
a generation or more. But if all of this is correct, it should convey an important 
message: 

Don’t change question wording 

and, insofar as possible, 

Don ’t change questionnaire content 

One’s immediate reaction to this prescription, I suspect, is to think of all of 
the reasons why questions and questionnaire content sometimes have to be 
changed: the subject matter changes, outdating old wordings; better methods 
of asking questions are devised; new issues arise and squeeze out those that are 
outdated. If this were not enough, we know that constant question wording 
and content do not guarantee constant meaning. And if our theories, as in the 
case of Inglehart and Beck, deal with changes in the focus of discussion, new 
questions and topics are imperative. 

Yet we are constantly plagued by changing question wording and by the ab- 
sence of key variables. Changes in question wording are the most obvious. 
Probably all of us know the example of the apparent changes in attitudinal con- 
straint that began in 1964 (Nie and Andersen, 1974), which have since been 
identified to my satisfaction as having come from changes in the wording of 
attitude questions (see, e.g., Sullivan et al., 1978). More important though less 
visible are the volumes of over-time studies that have never been written be- 
cause changes in question wording invalidated the desired comparisons. 

A similar though also low visibility problem occurs because of changes in 
questionnaire content. Herbert Hyman (I have forgotten where) once lamented 
the fact that it was difficult to trace the origins of attitudes on current issues be- 
cause no one asks about them until they become highly salient, and by that time 
the major changes have occurred. Similarly, the ebb and flow of attitudes can- 
not be traced. In the area of tolerance of nonconformity, for example, there is 
apparently an absence throughout the 1960s of “Stouffer”-type questions on 
civil liberties. At the time no one felt any loss. But their absence is now felt since 
interest in the topic has revived. A more mundane example occurs in an article I 
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recently coauthored on perceptions of presidential candidates (Wright and 
Niemi, 1983). The theory we used is a general one, having been taken in large 
part from earlier work by Shively. It would have been sensible to test this theory 
on data across a number of election years. Yet in the end we tested it only for 
1976. The reason? Even in 1972, one of the variables we used (and we had only 
a small number of them) was absent. While we could have substituted some- 
thing “similar,” we felt that it would not have been adequate. I suspect that we 
are far from the only ones to have faced this predicament in recent years.3 

Another closely related implication of my discussion is the following: 

As much as possible, surveys should include questions 
that can be used over a long period of time 

If at least some of our theories are best tested over periods as long as a genera- 
tion or more, we will necessarily encounter the problem of questions becoming 
outdated. Newcomb, for example, when he interviewed Bennington College 
graduates in the early 1960s (Newcomb et al., 1967), could hardly ask about the 
Spanish Civil War as he had when he first interviewed them as undergraduates 
in the mid-1930s. To some degree this problem can be overcome by using cur- 
rent items that measure (we hope) similar concepts. A much better solution is to 
have available questions about relatively permanent topics. Questions about 
parties, presidents (the role more so than the incumbent), and groups come to 
mind. These should be emphasized at the expense of questions about more 
transitory individuals and issues. Another solution is to emphasize generic rath- 
er than specific issues (e.g., aid to the poor rather than food stamps). These 
steps represent a tradeoff, of course, and other things being equal, I would like 
to have numerous questions about contemporary issues. But other things are 
not equal, and when forced to choose, I would go for the long-term and gener- 
ic terms. It is also the case that data on attitudes on contemporary issues are 
more likely to be available-and on a repeated basis-from commercial 
pollsters. 

Won’t all of this stifle creativity? Will we, for example, still be using old 
question formats when better ones are available? Not if we adopt another sug- 
gestion: 

Conduct more frequent research and development studies 

All too often we alter question wordings on the basis of weak evidence-often 
just a feeling that a different wording would be better or would clear up some 
ambiguity in the existing question. We require empirical evidence for our theo- 
ries. Why not require it for methodological innovations? In fact, I would re- 
quire that 

Changes in question wording be adopted only upon proof 
of improvement based on R & D or similar studies 
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This would surely reduce the number of changes, but it would also mean hav- 
ing a firm basis for the changes that were made. Moreover, it would very likely 
mean that we would have some baseline for assessing changes that were 
adopted. R & D studies that included both the new and the old versions of a 
question (perhaps necessarily in a split-half sample) could tell us directly how 
the two measures compared, both in the sense of obtaining different marginals 
and different relationships with other variables, Since even a bias toward con- 
stancy will not eliminate all question changes, this information would facilitate 
the kind of long-term studies that I think are necessary. 

Good studies need not be conducted on a large scale, and in general, I think 
we need to make more use of local, state, and other such research facilities. 
Nonetheless, even small-scale survey studies are difficult to mount. Therefore, 
I suggest: 

More studies like the 1979 national election 
pilot study be conducted 

The existence of that study created a lot of interest in methodological innova- 
tions and experimentation. A continuing series of such studies-even if con- 
ducted infrequently and irregularly- would more than make up for the lack of 
facile changes to existing questionnaires. However, it follows from my reason- 
ing that they must be conducted well in advance of the studies they will modify. 
To conduct a pilot study in 1979 that strongly influences the 1980 election study, 
or one in 1983 to affect the 1984 study, is not a good practice. 

Testing Theories on Multiple Data Sets 
Currently when I read manuscripts or journals, I ask myself whether or not 

the theory should have been tested on more data sets. Yet I also wonder, both as 
a researcher and as a reader, whether every theory needs to be tested on every 
available data set, such as every election study since 1952. As more and more 
studies are archived, this problem looms even larger. Moreover, if my earlier 
suggestions are adopted, fewer and fewer authors can use the excuse that key 
variables were missing from alternative data sets. 

Rather than adopt an arbitrary rule about the number of tests required, I 
suggest that 

More journal space be devoted to replications 
of previous research 

Such replications could take the form of updates, as currently published by the 
American Journal of Political Science. These generally extend previous re- 
search to data sets that have become available since the original study was 
done, e.g., a new election study. But this concept can be extended to any kind 
of replication. Thus, an author would not be compelled to use more than one 
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data set, but he would be forewarned that others could readily publish retests. 
As my colleague, David Weimer (1983), has noted, such a practice might also 
yield a less biased sample of research results. Knowing that their work would 
undergo this form of rechecking, researchers might be less inclined to search in 
an atheoretical fashion for any results that survive conventional tests for 
statistical significance. 

Such replications would require a different manner of writing than is present- 
ly customary. Most importantly, reports would be considerably shorter, some- 
times possibly only a page. New standards of evaluation would probably have 
to be developed as well. For example, would a replication of a result from a na- 
tionally representative sample be worth publishing if performed on an ad hoc 
sample of college students? So my proposal raises problems, but I think it cre- 
ates opportunities as well. It is possible, for example, that one journal would 
choose to specialize in this kind of report, accepting replications of work done 
throughout the profession, including that published in book form. In any 
event, a publishing outlet of this sort is necessary now and will become increas- 
ingly valuable as our data base becomes bigger and bigger. 

Source Books, Especially Over-Time and Cross-National 
Long term, comparative, and historical studies would be easier if public 

opinion data were more readily available. Of course the Consortium (ICPSR) 
and European data archives have helped enormously in this regard. Yet as more 
and more data accumulate, and especially if our theories call for long-term and 
cross-national assessments, it becomes increasingly cumbersome to manipulate 
the amounts of potentially relevant data. Thus, in addition to preservation of 
data for secondary analysis, I suggest that 

More public opinion resource books are needed, 
especially with over- time and cross- national in formation 

A start has been made in this direction. Gallup data are now published in 
yearly volumes. Summaries of the Michigan studies (Miller et al., 1980; Con- 
verse et al., 1980) are now available, and a cumulative code book exists for the 
General Social Surveys (NORC, 1982). Public Opinion and Public Opinion 
Quarterly regularly provide overviews of public opinion of specific topics. 
Abroad there are two volumes on Germany (Noelle and Neumann, 1967; 
Noelle-Neumann, 1981), Gallup’s international volumes, and the brief World 
Opinion Update. However, many more volumes of this sort are needed. What 
will be especially useful are volumes that give results over time, provide data for 
a variety of groups in the population, give some details about sampling proced- 
ures, and are well i n d e ~ e d . ~  

As such publications become more numerous, it also becomes important to 
update them regularly. Unless there is enough material to justify an annual vol- 



DYNAMICS OF PUBLIC OPINION 23 7 

ume, however, as in Gallup’s case, publishers have found this prohibitively ex- 
pensive. With new techniques for data storage, updating, and processing, I can- 
not see why this should be so. Means must be found to keep over-time data cur- 
rent. As with replications, a journal might find it in its interest to update data, 
as the European Journal of Political Research currently updates election 
information. My guess, however, is that other means will be found to update 
reference works inexpensively. 

CONCLUSIONS 

In order to make this paper as sharply focused as possible, I have concen- 
trated exclusively on survey data, and a narrow aspect of it at that. Lest I con- 
vey an incorrect impression, let me conclude by joining in a call recently made 
by Margolis (1984a,b) not to equate public opinion with survey data. Survey re- 
searchers all know, but frequently need to be reminded, of discrepancies be- 
tween attitudes as expressed in surveys and behavioral manifestations of 
attitudes. 

Learning this lesson well is important if we are to make maximum use of 
what we learn about public opinion, i.e., if our knowledge of public opinion is 
to be anything other than an end in itself. Margolis (1984b, p. 6 )  notes that 
studies beginning with public opinion data generally assume that public opinion 
is causally related to the development of public policies. Yet there are serious 
questions about that assumption, often related to discrepancies between poll 
responses and actual behavior. To be sure, there are examples of theories that 
use public opinion in a more sophisticated way, linking it to some behavior. An 
excellent recent example is Jacobson and Kernell’s (1983) theory about the 
strategic calculations of prospective congressional candidates and the way these 
calculations interact with voters’ opinions and behavior. Yet such theories are 
much less common than they should be. 

Kent Jennings struck the right note in his comments on this paper at the 
APSA meetings. He noted that “another way in which the methods of opinion 
research need to be improved is by relating mass distributions of public opinion 
to behavioral manifestations of these opinions. Can we model these dynamics 
to specify and understand these processes? Is it possible to calibrate the visible 
outcroppings of opinion in the form of unconventional behavior with the un- 
derlying opinion distribution in mass publics? ” 

Attempting to answer these questions brings us back to the need for more dy- 
namic theories of public opinion, but it adds an important dimension. We very 
much need theories to explain the dynamics of public opinion. But we also need 
theories that link public opinion to mass political behavior, elite behavior, and 
to public policy. There will not be a science of public opinion if we cannot ex- 
plain changes in attitudes. But a science of public opinion-at least as it relates 
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to political science-will only be meaningful if we can use it to understand and 
explain important elements in the political process. 
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NOTES 
1. Recently, the first direct test of Beck’s theory (Clubb, Flanigan, and Zingale, 1984) 

found no support for it. However, other implications of the theory should also be 
tested before it is modified greatly or rejected. 

2. Even here some of the relationship with age is spurious. That is, the decline in vot- 
ing among the elderly can be attributed to other factors, such as their lower educa- 
tion (Wolfinger and Rosenstone, 1980, chap. 3). 

3. Another case in which new questionnaire content made comparisons impossible is 
found in the 1978 National Election Study. Fiorina (1981) tried to investigate 
changes in voters’ knowledge, perceptions, and behavior in the 1958 and 1978 con- 
gressional elections. Most of the writing about 1978 suggested that voters had be- 
come more knowledgeable, but Fiorina wanted to test this assertion by actual com- 
parison with the 1958 data. It appears from his analysis that the difference between 
the two electorates may be much smaller than one would have thought. That 
Fiorina cannot draw a firm conclusion is due precisely to changes in the questions. 
Eubank and Gow (1983) indicate that question changes also led to a strong proin- 
cumbency bias in 1978. Thus we are left with somewhat circular results. We were 
convinced in 1978 that changes in congressional voting demanded changes in 
question wording. Now we are finding that the question changes may be what is 
prompting the discovery of the anticipated vote changes. 

4. An example of exclusive reliance on published data is the long series of studies on 
the economy and presidential popularity. It would be extremely tedious as well as 
pointless for each researcher to derive the data directly from the surveys. 
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CHAPTER 11 

CHOICE, CONTEXT, AND CONSEQUENCE: 
Beaten and Unbeaten Paths toward a Science of 

Electoral Behavior 

Paul Allen Beck 

The progress of a scientific field typically is gauged by the “accumulation of 
knowledge in the form of more or less verifiable propositions” (Riker, 1982, p. 
753) .  Yet achievement by this standard alone is not sufficient for scientific pro- 
gress. The intrinsic importance of the questions the field addresses also is cru- 
cial, especially in the social sciences, where research questions often are im- 
posed externally. Neither the accumulation of scientific knowledge on small 
matters nor the consideration of large questions without reaching any authori- 
tative answers will bring distinction to a scientific field in the eyes of scholars or 
the broader community. The most successful scientific fields are those which 
have accumulated scientific knowledge on weighty research questions. 

The electoral behavior field usually receives high marks in terms of the scien- 
tific quality of its research. Considerable knowledge in the form of verifiable 
propositions has been gained over the last several decades regarding the factors 
determining voter choices in specific elections. This focus seems natural, for 
commentary on elections is full of speculation about why voters decided as they 
did. The field also has been blessed with rich sources of data for answering 
questions about vote choice. These data have been mined extensively using the- 
oretically based hypotheses and strong methodologies. With good reason, elec- 
toral behavior often is referred to as the most scientific field in political science. 

The matter of vote choice in specific elections, though, is not the only ques- 
tion of significance to the study of electoral behavior. Scholars must seek to ex- 
plain the context that transcends a single election, that is, the patterns of elec- 
toral behavior over time and space. Additionally, scholars must concern them- 
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selves with the consequences of elections for politics and policy, for this ques- 
tion too dominates political commentary in democratic societies. 

These three questions of choice, context, and consequence comprise the 
agenda for electoral behavior research. This agenda has been defined by the 
broad community of political analysts as much as by researchers in the field. 
Only by building a base of scientific knowledge to address each of these three 
questions can the field become truly successful in the eyes of both electoral be- 
havior scholars and this wider community. 

This chapter evaluates the electoral behavior field as a scientific enterprise 
from the perspective of these three research questions. Much of the distinction 
the field already has earned comes from its study of vote choice. Considerable 
scientific knowledge has been built up around voting choice especially in presi- 
dential elections. It is the proverbial “path well beaten.” Vote choice research 
was directed early on by researchers at the University of Michigan, and they de- 
serve principal credit for its accomplishments. This chapter reviews the study of 
choice from the vantage point of the Michigan Model, which emerged princi- 
pally with The American Voter (Campbell et al., 1960). We consider its initial 
structure and impact as well as the cumulative effect of recent research seeking 
to refine and replace the basic components of the model. 

The paths towards answering the questions of context and consequence have 
been “unbeaten” by comparison. The study of electoral context was moribund 
until slightly more than a decade ago and remains scientifically immature in 
spite of tremendous progress in the last few years. The question of consequence 
has received even less study. Only recently have scholars begun to wrestle with 
the thorny issues of the impact of elections, and considerable ground-clearing 
conceptual work remains to be done. Theoretical perspectives drawn from the 
study of electoral realignments can lead the way in research on both context, 
where they naturally applied, and consequence. 

CHOICE: THE BEATEN PATH 

Considering the widespread attention paid to the “horse race” aspect of elec- 
tions in the U.S., it is little wonder that explanation of election outcomes has 
been the principal focus of the electoral behavior field. Yet intrinsic interest in 
elections cannot account fully for the attention that researchers have paid to the 
question of vote choice. Voluminous data on elections and powerful theories 
for bringing order to these data also have figured prominently in the develop- 
ment of the field. 

Official election returns have always provided a treasure trove of informa- 
tion to analysts of politics. Dependence on aggregate data, though, greatly lim- 
its the kinds of explanations that can be invoked validly to account for vote 
choice. Since the 1930s, sample surveys increasingly have become the data of 
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voting behavior specialists, allowing explanation to extend to attitudinal fac- 
tors. The comprehensive Michigan studies of course are the major source of 
these materials. As evidenced by the involvement of the television networks and 
major national newspapers in their own polling activities, the survey focus has 
diffused well beyond the academic community. Today analysts of voting deci- 
sions, especially at the presidential level, have access to a rich array of individu- 
al-level materials. Few scientific fields enjoy such an abundance of data. 

Of even greater significance in the development of the scientific study of elec- 
toral behavior has been the theoretical framework outlined in the early and mid 
1960s by Angus Campbell, Philip E. Converse, Warren E. Miller, and Donald 
E. Stokes of the University of Michigan. Their Michigan Model has dominated 
the study of elections, shaping inquiry in its field more than any other frame- 
work in political science. It has become fashionable to describe scientific fields 
in terms of the establishment, hegemony, then replacement of dominant para- 
digms (Kuhn, 1962). While it is debatable whether it qualifies as a paradigm in 
the strict Kuhnian mould, the Michigan Model nonetheless has performed 
many paradigmatic functions in the study of voter choice. An assessment of the 
science of electoral behavior must begin by evaluating this model. 

The Michigan Model 
Discussion of the Michigan Model seems to be a growth industry these days. 

Several excellent analyses have appeared in recent years (Prewitt and Nie, 1971; 
King and O’Connor, 1981; Asher, 1983; Rusk, 1982), and one hesitates to add 
to the list. It is difficult to identify an explicit model of voting behavior in the 
Michigan studies. This leaves room for disagreement about the components of 
the model and for yet another attempt to outline it. 

What we shall refer to as the Michigan Model is the conceptualization speci- 
fied in The American Voter (Campbell et al., 1960) and subsequent publica- 
tions through Elections and the Political Order (Campbell et al., 1966) six years 
later. While earlier works were instrumental in developing the framework, the 
initial synthesis appeared in the 1960 volume. These prolific scholars continued 
to make major contributions to the study of voting behavior after 1966, but 
some of this work diverged from the basic framework set by 1966. The 
pre-1966 works all contributed to the same loose framework, elaborating and 
specifying where the need arose. Subsequent research, especially since 1972 
(Miller et al., 1976), sometimes exhibits a revisionary character and so does not 
involve the building or even extending of the basic model. 

The American Voter employs virtually all of the concepts conventionally 
drawn upon in analyzing voter choice: attitudes toward parties, candidates, and 
issues; party loyalties; ideology; election laws; social group membership; social 
class; economic outlooks; farm conditions; geographical mobility; education; 
occupation; sex; age; personality; party performance in managing government; 
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and turnout. Even some factors that appear to be missing (e.g., ethnicity, re- 
gion, campaign activity) are handled under the rubric of a more general con- 
cept. What is often forgotten is that the most distinctive feature of The Ameri- 
can Voter itself is its comprehensiveness. 

What turns the Michigan Model into a theory of vote choice rather than sim- 
ply a catalogue of factors involved in such decisions is its differentiation among 
the concepts in terms of their utility in accounting for electoral behavior. Two 
ordering devices are used to accomplish this task. The first employs the meta- 
phor of the funnel of causality to array explanatory factors by their proximity 
to the vote decision. The distinction between short-term and long-term forces, 
best articulated in Converse (1966a), captures this conceptual ordering. Short- 
term forces are specific to a particular election. Since the configuration of is- 
sues and candidates in the campaign is most proximate to a particular vote 
choice, the model assigns them priority in explaining the vote. That perceptions 
of parties and candidates in the election context are analyzed first in TheAmer- 
icun Voter indicates their causal priority in the Michigan Model. Out of this 
initial focus flow the familiar six components of the electoral decision (Stokes, 
Campbell, and Miller, 1958; Campbell et al., 1960, p. 67; Stokes, 1966): voter 
perceptions of the personal attributes of each candidate, the group interests 
they represent, domestic issues, foreign policy issues, and performance of the 
parties as managers of government. They are the model’s short-term forces, 
lying in the part of the funnel of causality closest to the vote. 

In most respects, The American Voter is organized so that successive chap- 
ters move progressively further from the vote decision towards the rim of the 
funnel of causality. After dealing with the immediate perceptions of candidates 
and parties, and detouring briefly to examine voter turnout, the authors turn to 
what later (Converse, 1966a) would be referred to as the long-term forces. 
Relegation of potential short-term forces (e. g., issues) to these later chapters 
reflects the view that all short-run forces of importance are captured by the six 
components of the electoral decision. 

The second important decision in developing the Michigan Model involves 
theoretical differentiation among the long-term forces. Both theory and empir- 
ical results inform this important step. A number of candidates vie for suprem- 
acy as the long-term forces motivating voting choices most, e.g., party, social 
class, religion, ideology, issues. The American Voter is comprehensive in its 
identification of these enduring factors. The Michigan Model establishes an or- 
dering among them. Some are distinguished on theoretical grounds, while em- 
pirical analysis is relied upon to assess the explanatory power of contenders 
which share the same conceptual order. 

Long-term forces are ordered theoretically by the extent to which they are 
translated into political terms. Political party loyalties are considered morc 
proximate to the vote than social class or religious grouping (the short-term in- 
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fluence of which will be picked up by the likes/dislikes questions) because they 
have explicit political meaning. In this treatment, party loyalties are viewed im- 
plicitly as an expression of the major political cleavages in the society. A social 
class cleavage will be expressed in the contrasting party ties of the social classes. 
That is, party loyalties encapsulate the sociological factors so often ceded im- 
portance in explaining the vote-if these factors are relevant to politics. By 
building enduring party loyalties directly into the model, there is no need to in- 
corporate the more distal factors contained in party as independent influences. 

Party loyalties, ideology, and issues all qualify as long-term forces of equal 
conceptual status, because each has been translated into political terms. Yet, 
due to different empirical relationships to the vote in the 1950s and 1960, they 
are not accorded equal status in the Michigan Model. It is in distinguishing 
among these three competing explanatory factors that the Michigan researchers 
make their most crucial theoretical contribution. 

Political ideology stands in potential rivalry to party identification as a long- 
term force of the same conceptual order. Given the emphasis placed on the ide- 
ologies of voters, candidates, and parties in popular treatments of presidential 
elections, it is crucial to test the hypothesis of a strong linkage between ideology 
and the vote in formulating a model of vote choice. 

To test this hypothesis, the Michigan team (in The American Voter and Con- 
verse, 1964) have provided conceptualizations and operationalizations of ideol- 
ogy that remain dominant to this day. Ideology is conceived of in several ways 
in the Michigan studies, two of which are of interest in understanding how ide- 
ology figures in explanations of vote choice. One meaning of ideology is the ab- 
stract conceptualization of politics along liberal-conservative lines that are ap- 
plied to concrete political objects. Here ideology is a belief system in which 
political evaluations are deduced from overarching liberal or conservative prin- 
ciples. The second meaning of ideology is more operational in nature. Here at- 
titudes are bound together in packages without the requirement that the source 
of binding be abstract principles. Converse (1964) refers to the former type of 
ideology as conceptualization, the latter as constraint. A focus on conceptuali- 
zation and constraint is necessary to understand how the Michigan studies treat 
the role of ideology in voting behavior. 

The importance of conceptualization for voting behavior can be determined 
quite simply. For conceptualization to account for vote choices, voters must 
possess abstract ideologies. Yet preciously few Americans employed abstract 
ideologies in thinking about the candidates and the parties in the 1950s and ear- 
ly 1960s (Campbell et al., 1960, p. 249). In fact, ideological conceptualization 
was too rare to explain more than a trivial portion of the vote in the elections 
upon which the Michigan Model was developed. This finding supported the 
conclusion that conventional treatments of elections as struggles among alter- 
native ideologies, consciously rooted in voter minds, are vastly overdrawn. As 
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the authors of The American Voter put it: “the concepts important to ideologi- 
cal analysis are useful only for that small segment of the population that is 
equipped to approach political decisions at a rarefied level” (p. 250). 

The other type of ideological thinking, constraint among issue positions, 
seems a far more likely source of guidance in voting behavior. Unfortunately, 
the Michigan researchers never estimated the relationships between operational 
ideologies and the vote. Perhaps such analysis was judged unnecessary because 
of the narrow scope of attitude constraint on policy issues found in the early 
studies. While some constraint existed among domestic issues and among for- 
eign policy issues, the weak associations between foreign and domestic policy 
attitudes precluded their treatment as derivatives of a single liberal-conservative 
continuum (Converse, 1964, p. 50). For whatever reason, a simple unidimen- 
sional ideological explanation of voting behavior was not deemed appropriate 
in the 1950s or early 1960s. 

If ideology per se is not an important factor in voting choice, what about sin- 
gle issues? Voting on the issues (or policy voting) long has been a cherished 
ideal of democratic theory. Early voting research challenged this ideal as a real- 
istic description of voter behavior (Berelson, Lazarsfeld, and McPhee, 1954, 
pp. 305-323) although not without important dissent (Key, 1966). So central a 
place has it held in democratic theory that The American Voter had to address 
the question of issue voting. The requisites the Michigan researchers identified 
for issue voting are: cognition of the issue, intensity of feeling about it, and a 
perception that one party better represents the individual’s position than anoth- 
er. At most 36% of the sample fulfilled all three of these conditions on any sin- 
gle issue, The amount of single policy voting on any particular issue cannot ex- 
ceed this threshold and, given the imperfect links between issue position and 
vote, must be much lower. 

The case against widespread policy voting was reinforced by subsequent 
findings on the stability of issue positions over time. Between 1958 and 1960, 
attitudes on the principal issues of the day were considerably less stable than 
political party identifications (Converse, 1964). While such instability could re- 
flect changing opinions over time, Converse attributed it in a work first pub- 
lished years after its presentation mostly to the absence of true attitudes among 
many respondents who nonetheless responded to the issue questions (Converse, 
1970). While there is sufficient stability in these items to qualify many respon- 
dents as long-term issue voters, the Michigan researchers eschew this inter- 
pretation, preferring to view the “glass as half empty rather than half full.” 
They leave the impression that the quest for issue voters had reached an empiri- 
cal dead end. 

The dismissal of ideological and issue voting leaves party identification as the 
key long-term force of direct political relevance in the Michigan Model. Fur- 
ther support for t h k  position comes from the significant relationships in the 
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early studies between party and both issue positions and ideology. Assuming 
that party identifications are formed for the most part during childhood long 
before cognitions of issues or ideology develop, these relationships are attrib- 
uted to the causal influence of party on issue positions and ideology. 

The essence of the Michigan Model is captured by the elegantly simple nor- 
mal vote formulation (Converse, 1966a). Operating as a long-term force from 
election to election is party identification. The absence of any other long-term 
forces in the normal vote conceptualization reflects the view that party identifi- 
cation encapsulates everything that goes before it in the funnel as well as the 
temporally equivalent factors of ideology and issues. By representing more dis- 
tal influences through party identification, the model exposes the inadequacy of 
sociological explanations of political behavior, which are based on remote 
causes, often too remote to be cognized by the actor. Deflecting voters from 
this long-term baseline are a series of immediate stimuli in the election cam- 
paign. The six components of the electoral decision primarily are designed to 
contain these short-term forces, but some residue of long-term factors appears 
in them as well. And of course party identification itself has a direct impact on 
the vote, especially when the short-term forces are balanced between the 
candidates. 

The Michigan Model imposes a tight cause-effect framework on the factors 
involved in the voting decision. The funnel of causality orders these factors by 
proximity to the vote decision. Equally proximal factors are differentiated fur- 
ther in terms of their political relevance. Taken together, these ordering devices 
produce a model of unidirectional causal flows without feedback and with min- 
imal simultaneous influences. This kind of model could be estimated at the time 
by “state of the art” techniques for recursive modelling. The advent of nonre- 
cursive techniques in recent years eliminates the need for simple unidirectional 
paths. It is easy to forget how much technical capabilities shape theory, but this 
fact is central to an understanding of the original development of the Michigan 
Model. 

It is unfair to the Michigan researchers to reduce their rich analysis of voting 
behavior to a handful of concepts and key relationships. They never presented 
their work so parsimoniously, and it is questionable whether they even concep- 
tualized their research in such explicit terms. Nonetheless, the outlines of a defi- 
nite model of voter choice can be gleaned from various writings of the Michi- 
gan team from 1960 to 1966. This model is distinguished as much by what is ex- 
cluded as included, what is emphasized rather than deemphasized. But it is no 
less a theoretical model for this. In spite of its comprehensiveness and cautious- 
ness, the Michigan work is hardly formless. Followers and critics alike have 
seen it in fairly bold relief. If members of the Michigan team do not rush for- 
ward to claim paternity for what I have called the Michigan Model, then I glad- 
ly accept the burden.’ 
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The Diffusion of the Michigan Model 
The explanatory power of the Michigan Model accounts in part for the influ- 

ence it has exerted on the field of voting behavior, but it does not tell the whole 
story. A crucial chapter in the full story is a classic illustration of how a “para- 
digm” can come to dominate a field of study. Any full evaluation of the science 
of electoral behavior must examine how the Michigan Model diffused through 
the scholarly community. 

The discipline of political science in the early 1960s was especially fertile 
ground for a new model of voting behavior. While elections long had been a 
subject of study in the discipline, there was little to distinguish political science 
treatments of elections from less scholarly accounts. A sophisticated theory of 
vote choice provided the means through which scholars could place their own 
stamp upon the study of elections. So influential has this “stamp” become that 
it now permeates even popular accounts. The Michigan Model also appeared at 
a time when the behavioral revolution-with its emphases on individual politi- 
cal behavior, scientific inquiry, and the utility of the other social sciences -was 
taking root in political science. The emphases of the Michigan researchers 
dovetailed nicely with this revolution, both helping to spread it and being car- 
ried by it. 

As if the ground were not fertile enough already, the Michigan researchers 
actively developed a community of scholars whose principal research focussed 
on the Michigan election surveys. The Michigan Model has virtually monopo- 
lized data collection efforts in the electoral behavior field. Since 1952 the Michi- 
gan surveys have provided the primary data for the academic study of electoral 
behavior. Particularly in more recent years, other surveys have been available 
for scholarly analysis, but they have lacked the richness of the Michigan data 
and consequently have not been nearly as attractive to researchers. The early 
Michigan surveys were designed to reflect the emphases of the Michigan 
Model. Perhaps no better example exists of the influence of theory upon data 
collection activities, for what the Michigan Model dictated the Michigan sur- 
veys implemented. 

This data monopoly was reinforced by the intensive professional socializa- 
tion of many of the new generation of political scientists. From the beginning, 
the research activities at Michigan were team efforts in which developing schol- 
ars, sometimes as graduate students, were encouraged to participate almost as 
equals with the senior researchers. As a result of the creative leadership of War- 
ren Miller, this arrangement was broadened and institutionalized through the 
Inter-University Consortium for Political Research (ICPR), founded in 1962. 
Soon after their collection each election year, the Michigan data were deposited 
in this central archive, drawing rights to which were in the hands of scholars at 
a number of member universities. This archive, now the Inter-University Con- 
sortium for Political and Social Research (ICPSR), has expanded well beyond 
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its original foundation on the Michigan surveys. Yet the election surveys remain 
the most widely used of all ICPSR holdings. 

As if making the surveys available to scholars were not enough inducement 
to stimulate electoral behavior research, the Consortium undertook the task of 
providing methodological training to social scientists through a summer pro- 
gram at the University of Michigan. Since its inception thousands of social sci- 
entists- from all disciplines and most nations where the social sciences ex- 
ist-have received methodological instruction at Michigan. While the training 
was formally methodological, because the Michigan researchers and election 
studies were its centerpiece, students were also imbued, however unconsciously, 
with the framework reflected in the Michigan Model, especially in the early 
years when instruction was dominated by the Michigan researchers and their 
graduate students. And of course a large number of active researchers in the 
field received all, not just one summer, of their professional training at the Uni- 
versity of Michigan. Most active researchers in the field surely are alumni of at 
least one of these Michigan programs. 

It is easy to underestimate the influence of the Michigan Model in the profes- 
sional socialization of a generation of electoral behavior researchers, for much 
of its contribution was subtle. The work of the Michigan team, especially The 
American Voter, was intellectually powerful and exciting. For training at the 
frontiers of quantitative methodology, Michigan was the place to be-if not as 
a full-time student, at least in the ICPSR summer program. And through the 
Consortium young researchers were provided with a rich data set ready to be 
used for dissertations and professional publications. The lures of the Michigan 
Model to bright young scholars were overwhelming. 

Given these forces, it is little wonder that attachments to the Michigan Model 
have been so strong and lasting. So pervasive was its influence that scholars of- 
ten failed to appreciate the assumptions of the framework and their own accep- 
tance of them. As is the case with any theoretical model of paradigmatic force, 
the Michigan Model has not been without challenge. But in the field of electoral 
behavior, where they must take root to be really effective, the most serious chal- 
lenges did not come right away and even then were at least partially fueled by 
movement away from the original model by the Michigan researchers them- 
selves. The hegemony of the Michigan Model perhaps is best illustrated by the 
fact that its principal critique in recent years, The Changing American Voter 
(Nie, Verba, and Petrocik, 1979), is developed largely within the theoretical 
framework laid out in The American Voter, 

Revising, Refining, and Replacing the Michigan Model 
The Michigan Model does not dominate the field of electoral behavior as it 

once did. The political context has changed. New theoretical perspectives have 
emerged. More sophisticated methodologies have been developed to allow esti- 
mation of highly complex relationships. It was inevitable that the hegemony en- 
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joyed by the Michigan Model would not last. What is striking is not its decline 
but rather how much the original formulations continue to shape the study of 
electoral behavior. The model has been renovated, although so much recon- 
struction has been done at certain places as to create quite a new theoretical 
structure for the explanation of electoral behavior. The following pages review 
more recent research in the electoral field from the perspective of its relation- 
ship to the Michigan Model. 

The model has been refined substantially with respect to treatment of the 
short-term factors modelled as the components of the electoral decision. As 
originally formulated, these components were broad coding categories for 
spontaneously mentioned likes and dislikes. While maximizing the applicability 
of the components to changing election conditions, such an approach fostered 
ad hoc explanations of vote choice (Prewitt and Nie, 1971). As emphasis shifts 
across elections from one short-term force to another, without any specifica- 
tion of how or why, the Michigan model seems unsatisfyingly ad hoc and athe- 
oretical. Refinement of the six components of the electoral decision has been 
long overdue. 

The greatest problems have appeared with the candidate factors: what re- 
spondents like and dislike about the major party candidates. Fortunately most 
of the refinements are concentrated here. Candidate evaluations may represent 
“bottom line” decisions about the overall attractiveness of each candidate 
(Page and Jones, 1979; Markus and Converse, 1979). If the candidate 
likes/dislikes merely contain summary judgments that mirror the vote, it is lit- 
tle wonder that they do so well in accounting for vote choice (Stokes et al., 
1958; Stokes, 1966). But if they are simply surrogates for the vote, then they 
warrant no separate conceptual standing in a model explaining the vote 
decision. 

One way to move away from the “summary judgment” quality of candidate 
evaluations is to differentiate them in advance by thematic content. Several dif- 
ferent dimensions of candidate evaluation have emerged. Competence was 
identified as a key element in candidate evaluations in 1972 (Popkin et al., 
1976). Markus (1982) discovered separate competence and integrity dimensions 
in his analysis of the 1980 campaign. Lawrence (1978) emphasized personal at- 
tributes and experience as important predictors of vote. Davidson (1982) dis- 
tinguished three different general components of candidate evaluation: experi- 
ence, qualifications, and image or personality. These studies share a commit- 
ment to breaking down the broad candidate component into substantively 
meaningful and measurable dimensions. Such enrichment of candidate evalua- 
tions is a very promising research development. Not only does it provide an op- 
portunity to treat candidates in a less ad hoc manner, but it can also shed some 
light on the traits voters most value in presidents and reduce the temptation to 
regard candidate evaluations as noninstrumental “fluff” (Davidson, 1982). 
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The use of specific traits as stimuli for voter evaluations of candidates in the 
1980 National Election Studies (NES) survey constitutes an important step to- 
wards making candidate evaluations more theoretically discriminating. In the 
1979 pilot study of these “presidential prototypes” (Kinder at al., 1980), com- 
petence and trust emerged as most related to candidate preferences, with like- 
ability and personal morality becoming more important for respondents with 
low education. These evaluations foreshadowed the dominant motifs of the 
1980 presidential campaign a year later. Further research on candidate evalua- 
tion promises to clarify disputes over which dimensions are important and 
thereby improve our understanding of how candidate evaluations influence the 
vote. 

A second important refinement in the candidate component is the increased 
theoretical importance attached to retrospective evaluations of the incumbent 
as a manager of government. Judgments of past performance always have 
played a role in the Michigan Model, but they were submerged in the broader 
assessment of the parties as managers of government. When an incumbent 
president runs for reelection (the situation in six of nine contests covered by the 
Michigan surveys), attention is likely to be focussed more on presidential per- 
formance than general party performance. Following the tradition of Key 
(1966), Page (1978) and Fiorina (1981) emphasize retrospective voting as pun- 
ishment or reward for past performance of incumbents. 

The need for a separate short-run factor reflecting judgments of incumbent 
performance never was clearer than in the 1980 presidential contest. The con- 
sensus of scholarly opinion attributes Carter’s defeat to his failure to win a ref- 
erendum on his performance as president in the previous four years rather than 
the attractiveness of Reagan’s policy promises. (See Ladd, 1981; Miller and Wat- 
tenberg, 1981; Petrocik and Verba with Schultz, 1981; Abramson, Aldrich, and 
Rohde, 1982; Hibbs, 1982. But for the dissenting view that prospective policy 
voting was important, see Miller and Shanks, 1982). Retrospective voting is 
handled clumsily by the Michigan model, turning up in both the party perfor- 
mance and candidate evaluations. A more straightforward treatment is neces- 
sary for analysts to incorporate retrospective incumbent evaluations into a the- 
oretical framework that will serve from election to election. 

Over the years the most persistent assaults on the Michigan Model have come 
from scholars who were unwilling to accept its relegation of issues to a secon- 
dary place in voting behavior. Attacks on the Michigan Model from this per- 
spective have been somewhat, but only somewhat, overdrawn. The Michigan 
researchers presented a mixed picture regarding the role of issues in voting be- 
havior (Kessel, 1972). Issues were dealt with as both long- and short-term 
forces. Foreign and domestic issues were treated as important short-term com- 
ponents of the electoral decision. Issue constraint was regarded as ideology, im- 
plicitly a long-term force but one of little significance. Issue voting also can be 
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examined from a third perspective: how attitudes on the dominant issues of the 
day affect the vote. Without completing the necessary analysis, the Michigan 
Model assumes implicitly that such policy voting is rare-that “the glass is half 
empty.” 

Subsequent research has clarified the role of issues to some extent, by con- 
centrating on the short-run force of single issue voting. Key (1966) contended 
that issue orientations underlay vote switches in presidential elections, but his 
study could not distinguish issue voting from rationalization, persuasion, and 
projection (Brody and Page, 1972; Markus and Converse, 1979). For all its 
methodological frailties, Key’s work stands as an important intellectual precur- 
sor to recent studies of retrospective voting. Taking issue salience into account, 
Repass (1971) showed that issue voting on matters of prime importance to the 
individual was common-and strong enough to overcome party. Carmines and 
Stimson’s (1980) distinction between easy and hard issues in terms of the cogni- 
tive demands they placed on voters provides another useful clarification, for it 
shows that policy voting does not require high levels of sophistication, and 
therefore may be more widespread than previously thought. 

One of Key’s (1966) principal contributions to the study of issue voting was 
his appreciation that candidate differences on an issue were a necessary prere- 
quisite to voting on it. From this perspective, Page and Brody (1972) explained 
why widespread issue voting on Vietnam did not occur in 1968. Nixon and 
Humphrey differed so little on Vietnam policy during the 1968 campaign that 
there was little room for policy voting on the war. But a “mock election’’ be- 
tween Wallace and McCarthy, whom the electorate perceived as supporting 
very different policies, showed that policy preferences on Vietnam were strong- 
ly linked to candidate evaluations where choice existed. More recent studies 
concur with this view in finding that Wallace was an issue candidate in 1968 
(Converse et al., 1969) and that 1972 was an election in which issue voting was 
important (Miller et al., 1976). 

Other research has investigated the extent to which vote choices in presiden- 
tial and congressional elections are based on economic evaluations. The evi- 
dence now seems clear, after considerable initial confusion on the matter, that 
economic issue voting has been common in recent years (Kramer, 1983; 
Weatherford, 1983). Increasingly it is viewed as based on respondent percep- 
tions of general economic conditions, what Kinder and Kiewiet (1981) call so- 
ciotropic voting, rather than personal economic situations (Tufte, 1978, pp. 

That economic issue voting may be linked more to evaluations of general 
economic conditions than personal pocket book concerns calls into question 
the common assumption that issue voters act solely out of narrow personal in- 
terest. This notion has been challenged even more directly by Sears and his col- 
leagues (Sears, Hensler, and Speer, 1979; Sears et al., 1980). On a variety of is- 

105-136). 
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sues, these researchers found that pure self-interest explanations for policy po- 
sitions were less satisfactory than accounts focussed on such symbolic orienta- 
tions as ideology, party, or prejudice. The notion of rational political man, al- 
ways calculating gains and losses based on the information at hand, may be ex- 
tended to cover symbolic orientations. But this approach taken to its logical ex- 
treme views all behavior as necessarily rational, thus robbing the rational choice 
approach of its theoretical distinctiveness. It seems fair to say that narrow self- 
interest is not as powerful a force in voting as commonly assumed. 

Considerable attention has been paid to issue voting since the original Michi- 
gan formulations. It is now apparent that single issue voting occupies a more 
prominent position in explanations of the vote than is permitted in the Michi- 
gan Model. We now understand that the prerequisites for issue voting are satis- 
fied with varying degrees of success from election to election. Furthermore, 
while issues may be no more influential than before, scholars have been less in- 
clined to deemphasize the role of issues as the need to debunk the idealistic view 
of widespread issue voting has declined. Just as the Michigan Model’s treat- 
ment may have been dominated by the desire to refute the conventional wis- 
dom of the fifties, more recent treatments have been shaped by reactions to the 
new conventional wisdom of the Michigan Model. In short, while the role of 
issues may be little different from previous years, we now are more cognizant 
of it than was the Michigan Model. 

Recent studies of long-term forces challenge the basic foundations of the 
Michigan Model even more directly. That this is so provides an important in- 
sight into the nature of the model. The model is comprehensive in its identifica- 
tion of relevant short-term forces, even if treatment of any single force is im- 
precise and somewhat ad hoc. Further research here can only flesh out the na- 
ture of particular factors and thereby can be accommodated by the model with- 
out large scale changes. In its treatment of long-term forces, on the other hand, 
the model is selective-explicitly emphasizing some (e.g., partisanship) to the 
exclusion of others (e.g., ideology). It is the greater specificity here that turns 
the Michigan work into a model, because theoretical choices have been made. 
Yet the more choice is exercised, the more the model is subject to theoretical 
and empirical challenge. These challenges have become especially compelling in 
recent years. 

The most serious challenges focus on the role of partisanship. Partisanship is 
the keystone of the Michigan “arch.” It encapsulates other long-term consider- 
ations and translates them into short-term vote choice. Successful assaults on 
partisanship threaten the very foundations of the model. 

The most familiar problem arises from the measurement of partisanship us- 
ing the party identification index. The concept of partisanship as an enduring 
psychological identification with a party seems meaningful. Since the Demo- 
cratic and Republican parties compete with one another in the American sys- 
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tem, it also makes sense that identification with one might detract from identifi- 
cation with the other. More problematic is the placement of a third object of 
identification- political independence-on this same continuum. Nonparti- 
sanship may be the deserving occupant of the middle of a continuum anchored 
by Democrat and Republican at either pole. But “independent,” the choice 
presented to respondents, is not synonymous with nonpartisanship in American 
politics. Independence is valued, even revered, in American political life. Amer- 
icans like to think they vote for the candidate, not the party, even if they are un- 
yielding party loyalists. Independent is an attractive stimulus, not a residual 
category for those who lack partisanship. In short, considerable measurement 
error is introduced by modelling a complex phenomenon using a single 
dimension. 

Because the party identification index is loaded with the burden of represent- 
ing several different concepts, it is little wonder that it seems plagued with prob- 
lems. These problems become apparent in attempts to validate the index using 
criterion variables. Petrocik (1974) found intransitivities in the expected linear 
relationship betwen partisan intensity and involvement; independent leaners 
typically were more involved in politics than weak partisans. Other studies 
(Keith et al., 1977; Van Wingen and Valentine, 1978; Asher, 1980, pp. 91-94) 
reported intransitivities in the relationship between partisanship and vote, espe- 
cially presidential vote. Again independent leaners often exhibited more parti- 
san behavior than weak partisans. 

For all their sound and fury, these challenges to the party identification index 
do not undermine its validity or that of the Michigan Model. Much of their case 
rests upon criterion variables that do not reflect enduring partisanship. An in- 
transitive relationship between partisan intensity and involvement undermines 
some conclusions of Campbell et al. in The American Voter (pp. 142-145) re- 
garding participation, but it does not affect the Michigan Model of vote choice. 
More troubling are intransitivities in the relationship between partisanship and 
party affect or vote. But even they are not entirely anomalous, for both party 
affect and vote choice are influenced heavily by short-term forces. 

Vote regularity over time and votes for lower level offices are the most ap- 
propriate criterion variables for party identification because they are least influ- 
enced by powerful but temporary election-specific factors. When one examines 
the relationship between partisanship and these variables over the 1952 to 1980 
period, quite a different picture of the predictive validity of the index emerges. 
No intransitivities appear for vote regularity, probably the best available criteri- 
on variable. Voting for the House and in state and local contests, the decisions 
probably guided most by long-term forces, exhibit some intransitivities, but 
they are neither large nor frequent enough to be troublesome. Based on this evi- 
dence, it appears that the measurement error challenges to the Michigan mea- 
sure of partisanship are overdrawn. 
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Dissatisfaction with the party identification index fueled attempts in the 1979 
NES pilot study and later in the 1980 NES presidential election survey to devel- 
op alternative measures of partisanship (Dennis, 1981). These alternatives- the 
partisan supporter typology (PST) and party thermometers-do not tap long- 
term identification as well as the party identification index but do a better job 
of capturing immediate partisan affect. The best of them, the PST, though, is 
highly complex, and its multiple categories require ordering by the very party 
identification index it seeks to displace. The traditional party identification in- 
dex remains the preferable measure of enduring partisan loyalties. 

A more serious challenge to the role of partisanship assigned by the Michigan 
Model is empirically based. Since 1964 the share of the American electorate 
with partisan loyalties has declined (Nie et al., 1979; Ladd, 1981). Operational- 
ly, this decline is handled easily by the Michigan measure of party identification 
because respondents simply shift towards the center of the Democrat-Republi- 
can continuum. The problem is that the center is theoretically hollow. Accord- 
ing to the model, independence provides no partisan predispositions to guide 
voting behavior. Pure independents are motivated solely by short-term forces, 
while leaners are influenced heavily by them. Because relatively more Ameri- 
cans have positioned themselves in the center of the partisanship scale, dis- 
claiming enduring loyalties to either major party, the long-term partisan com- 
ponent of voting perforce declines and the Michigan Model loses much of its 
distinctiveness. Many independents seem to be sophisticated voters, who do not 
need party loyalties to bring order to politics (Shively, 1979). They may rely up- 
on enduring issue and ideological considerations instead. 

The Michigan researchers did not foresee the possibility of partisan dealign- 
ment (Inglehart and Hochstein, 1972; Beck, 1977). They anticipated times 
when the party system would be realigned and elections in which there might be 
temporary deviations from the normal vote due to strong and one-sided short- 
term forces (Campbell, 1966). But a presidential electorate without strong par- 
ty ties was never envisaged. New political conditions have magnified a long- 
standing theoretical weakness-the model’s dependence on a highly partisan 
electorate. 

A third and related threat to the Michigan Model involves the sources of par- 
tisanship. In the model, partisanship is formed by forces located even farther 
back toward the rim of the funnel of causality. Chief among these forces is 
childhood socialization, through which parents inculcate partisan allegiances in 
offspring long before the children can make independent evaluations of politi- 
cal objects (Campbell et al., 1960, pp. 146-148). 

Recent research challenges this socialization view of partisan development. 
The picture of great partisan continuity from one generation to the next is 
clouded by the flight from inherited partisanship among young Americans 
since 1964 (Jennings and Niemi, 1981, pp. 89-93). At the same time, the rela- 
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tionships between background sociological characteristics and partisanship too 
have weakened (Petrocik, 1981). 

If early socialization is less influential in forming partisan orientations, then 
what has taken its place? Fiorina (1977, 1981) sees party indentifications as a 
“moving” summary judgment based on past party identification, retrospective 
evaluations of performance, and future expectations. Short-term evaluations 
“feed back” on partisanship in a manner not permitted in the Michigan Model. 
This squares with earlier findings by Dobson and St. Angelo (1975) and Brody 
(1977) that partisanship is responsive to short-term forces. In light of this evi- 
dence, partisanship no longer can be considered the fixed long-term force that 
it was in the Michigan Model. It now must be modelled as both a cause and an 
effect of short-term evaluations. In most times, the preponderant weight may 
fall on the cause side. In an era of considerable electoral change, though, the 
possibility that partisanship is as much “moved” as “mover” must be 
entertained. 

The extent to which party identifications are formed from forces even more 
distal in the Michigan Model also surely varies over time. During a period when 
the party coalitions are closely knit and electoral politics centers on the domi- 
nant cleavage line, the Michigan Model conception of partisan development 
may be appropriate. Only minimal discordant feedback should flow from con- 
temporary forces to party, largely because short and long-term forces are rein- 
forcing. Since the present is a replicate of the past, this also is a time of strong 
influence from family and social group. As the old cleavages age and the politi- 
cal agenda changes, short-term forces are more likely to carry the individual in- 
to votes that contravene partisan loyalties, thus straining these loyalties. This 
strain may be resolved by resort to nonpartisanship if no clear partisan alterna- 
tive is available. Or, if such an alternative appears, new partisan loyalties may 
form in conflict with the partisan shadings of more distal factors. It surely is 
not coincidental that the Michigan Model was formulated near the end of the 
period when the New Deal agenda dominated politics and the party coalitions 
were stable, nor that the challenges to the model have come in a time when the 
New Deal system is in decay. Major revisions are required in the Michigan for- 
mulations for it to handle these new realities. 

Serious challenges have also been raised on behalf of an alternative long- 
term force to party-ideology-that was relegated to a secondary position in 
the Michigan Model. Ideological conceptualization has been more common in 
recent years than in the 1952-1960 period. Initial analyses showed that ideolog- 
ical evaluations of candidates and parties increased dramatically in the 1964 
election (Field and Anderson, 1969) and continued to grow until 1976, when 
they declined somewhat without returning to the pre-1964 levels (Nie et al., 
1979). These results are based on a measure of conceptualization developed 
from the broad master code categories in the Michigan survey code books, not 
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the direct content analysis of interview protocols in Converse’s (1964) original 
analysis. Analysis based on replicates of the Converse measure shows parallel 
but more modest changes. The percentage of ideologues and near-ideologues 
by this measure increased steadily from 1956 to 1964, then declined after 1964 
through 1976 (Klingemann, 1979; Pierce and Hagner, 1982), but the number of 
pure ideologues at any time was very small. 

These results show that abstract ideological thinking plays a larger role in 
voting behavior now than ceded by the Michigan Model. Whether this justifies 
its inclusion in the model as a long-term force, though, is questionable. Ideo- 
logical conceptualization is unstable over time (Smith, 1980), even more so 
than most issue orientations. Even pure ideologues, who exhibited more stabili- 
ty than any other group, were less likely than not to qualify as ideologues four 
years later (Pierce and Hagner, 1982). Overall, the number of ideologues re- 
mains low: less than half the number of partisans even using the most generous 
coding for ideology (Converse, 1975). Ideology as abstract conceptualization 
about politics can only be of minor importance in accounting for vote choice, 
however much ideology guides the few who possess it. The Michigan Model 
does not need major overhaul where abstract ideology is concerned. 

Probably no topic has stimulated more scholarly controversy in recent years 
than the matter of issue constraint within the mass public. A strong challenge to 
the Michigan Model’s conclusion that constrained issue thinking, especially 
across domains, is not characteristic of the American electorate has been 
mounted by Nie and his colleagues (Nie with Andersen, 1974; Nie et al., 1979). 
They reported higher levels of constraint among both domestic issues and all is- 
sues in the 1960s and 1970s than in the 1950s. 

The principal inference drawn from these results is that consistency in issue 
thinking is largely a function of elite political discourse. The ideological 1960s, 
so the revisionist argument goes, increased coherence in mass issue thinking. 
That issue constraint has fallen off a bit in recent years is taken as further evi- 
dence of the responsiveness of mass thinking to the prevailing political context 
(Nie et al., 1979). Where the Michigan Model erred, the revisionists contend, 
was in generalizing from the quiescent 1950s. In this view, ideology in the form 
of issue constraint deserves a place in a model of voting behavior. 

This revisionist position in turn has been challenged by a series of studies be- 
ginning with Bishop, Tuchfarber, and Oldendick (1978) and Sullivan, Piereson, 
and Marcus (1978), which attribute the rise in issue consistency to better mea- 
surement of issue positions in the Michigan surveys. The effect of these changes 
is to improve the reliability of the issue questions and thereby decrease attenua- 
tion in intercorrelations among them. Seen in this light, the increase in issue 
constraint beginning in 1964 may be largely artifactual. Variations in the level 
of constraint using equivalent questions across recent years, on the other hand, 
show that there nonetheless is some merit in the revisionist notion that issue 
thinking is a function of the electoral context (Nie and Rabjohn, 1979). 
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Because important matters remain at issue in this debate, it is easy to over- 
look the fact that consensus has emerged on one crucial point. Everyone, in- 
cluding by implication the Michigan researchers since they revised their issue 
questions, agrees that the newer issue question formats yield more reliable mea- 
sures of issue positions. This means that the pre-1964 Michigan survey data un- 
derestimated the amount of constraint in mass policy thinking. Operational 
thinking in terms of issue constraint was rejected on empirical grounds from in- 
clusion in the Michigan Model. It is now clear that a reassessment of this con- 
clusion is required. 

Abstract liberal-conservative principles and operational constraint, the two 
kinds of ideology employed in the Michigan Model, do not exhaust the possible 
forms of ideological expression. An attractive alternative is to conceive of ideol- 
ogy as a symbolic psychological identification much like party identification. In 
this construction, ideological labels do not need either issue content or abstract 
bases. All that is required is that they trigger symbolic political associations for 
the individual. 

Levitin and Miller (1979) developed such a measure of symbolic ideology 
from self-locations on the liberal-conservative continuum, perceptions of 
closeness to liberals and conservatives, and thermometer ratings of the two ide- 
ological groups. They found symbolic ideology to be consistent over time- 
more stable than issues and almost as stable as party identifications-and to in- 
fluence the vote independently of party identification. Measuring symbolic ide- 
ology by liberal-conservative self-identification, Conover and Feldman (1981) 
traced its roots to the association of particular groups with ideological positions 
and issues. These results suggest that ideology conceptualized in symbolic terms 
also warrants inclusion as a long-term force in models of vote choice. 

Probably the most dramatic illustration of the power of the Michigan Model 
is the fading away of social group explanations of American electoral behavior 
since the early 1960s. While social group interpretations of electoral politics 
continued to be popular in comparative studies (e. g., Lipset, 1960; Alford, 
1963; Rose and Urwin, 1969; Inglehart, 1977; Lijphart, 1979), they were rarely 
employed in the study of American electoral behavior while the Michigan Mod- 
el dominated. To some degree, this can be accounted for by different realities. 
Class voting is more pronounced in European polities, and party identifications 
do not achieve a life of their own. But the most important reason for this ne- 
glect of social groups is theoretical: their treatment in the Michigan Model as 
wholly mediated distal forces. 

Yet ignoring social groups defies reality even in America. Conspicuous exam- 
ples exist of voting patterns which only can be explained by recourse to group- 
related concepts. Virtually unanimous black support of Democratic presiden- 
tial candidates since 1964 cannot be accounted for fully without emphasizing 
racial group identifications. Nor can block voting by religious groups for presi- 
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dent (Converse, 1966b) or in local elections (Parenti, 1967) be squared with the 
Michigan Model approach. Interestingly, relegation of social groups to a secon- 
dary role in the model is accompanied by the extensive treatment of social 
group identifications in relation to the vote in The American Voler (pp. 

From this perspective, the recent revival in the use of social group variables 
in voting analysis is highly promising. Research that places the voter in a social 
network where interpersonal influences are powerful has been on the upswing 
(Eulau and Siegel, 1981; Weatherford, 1982). This work draws upon a long tra- 
dition of contextual analysis that is largely ignored in the Michigan Model. Al- 
so heartening has been the resurgence of interest in the impact of group identifi- 
cations on political behavior, as represented in recent NES surveys. 

The impact of all this revisionary research is reflected in recent attempts to 
model the vote decision employing methodologies, measures, and conceptuali- 
zations not present in the original Michigan studies. Using two-stage least 
squares procedures, Jackson (1975) estimated the feedback of candidate and 
party evaluations on party identifications, foreshadowing Fiorina's (1977,1981) 
theory of partisan formation. The Michigan Model was developed at a time 
when techniques for nonrecursive modelling were unknown in the social sci- 
ences, so even had the Michigan researchers conceptualized causal flows as bi- 
directional, estimation of the relationships would not have been possible. Meth- 
odological advances since the early 1960s have opened up new opportunities for 
empirical theory building. 

These opportunities were capitalized upon more fully by Page and Jones 
(1979) in a study of the relationships among issues, party, candidate evalua- 
tions, and the vote in 1972 and 1976. Building upon spatial theory (Downs, 
1957), issue orientations were measured as comparative policy differences be- 
tween individual and candidate positions. Candidate evaluations were indicated 
by differences in placement of candidates on the feeling thermometers and then 
used as surrogates for vote. These measures were made possible by new ques- 
tions adopted first in the 1968 Michigan survey. These questions paved the way 
for serious challenges to the Michigan Model and show that the Michigan re- 
searchers themselves have played a revisionist role. 

The results of the Page and Jones study directly challenge the assumption of 
unidirectional causal influences in the Michigan Model. When modelled nonre- 
cursively, long-term forces such as party are found to affect short-term forces 
and in turn be affected by them. In the 1970s at least, party identifications were 
more effects than causes. Additionally, the Page- Jones formulation ignores the 
neat ordering of variables along the funnel of causality in treating social back- 
ground variables as direct effects on both short- and long-term forces. Educa- 
tion, for example, is modelled as a direct influence on both comparative policy 
distances and current party attachment, 

295 - 3 80). 
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Issue effects varied greatly across the three different issue variables in the 
Page- Jones model. The new comparative policy distances variable exhibited the 
strongest relationship to vote. In both 1972 and 1976, this issue variable had a 
stronger influence on candidate evaluations than either party or candidate per- 
sonal qualities. Yet, it in turn was highly sensitive to candidate evaluations-in- 
fluenced more by them than affecting them. Given these findings, treatment of 
issues as unimportant or wholly endogenous forces is unwarranted. 

The foundations of the Michigan Model clearly are shaken by these results, 
even if some of them could have been anticipated from earlier research. This re- 
vised view of the vote decision, though, comes at the expense of the consider- 
able parsimony and theoretical strength of the Michigan formulation. The 
Page-Jones “model” is much more complicated and constitutes in initial form 
a congeries of theoretical propositions rather than an integrated theory of vote 
choice. 

Another study, by Markus and Converse (1979), models the vote choice non- 
recursively as well but also takes advantage of the panel embedded in the 
1972-1976 data to add a dynamic quality. This effort reinforces the Page-Jones 
conclusion that candidate evaluations are of prime importance in presidential 
voting. Candidate evaluations are seen as “bottom line” judgments, carrying 
the effects of all other variables in explaining the vote. The single most impor- 
tant direct prior influence on candidate evaluations is perceived candidate per- 
sonality, not issues as in the Page-Jones study. While issues play an important 
role, their independent effect is compromised by evidence of widespread pro- 
jection and persuasion. 

The Markus and Converse model also revives the role of party identification. 
The direct effects of party identification on candidate evaluations are the small- 
est among the issue-candidate personality-party trilogy, although they are not 
significantly different from the estimates for issues. What is significant about 
party, though, is its strong association with other components of the model. 
The overall impact (direct plus indirect) of party on candidate evaluations ex- 
ceeds that of any other term. As Markus and Converse conclude: 

Partisan predispositions may be outweighed by other model terms at particular 
stages . . . but these loyalties keep coming back as determinants while the vote deci- 
sion process unrolls . . . (W)hile partisan predispositions are unlikely to dominate 
the process completely at given stages where the candidates are being assessed, these 
loyalties appear to make repeated inputs of substantial magnitude throughout the 
process. (1979, p. 1069, emphasis mine) 

Conceptualization of the vote decision as a dynamic process, unfolding over a 
considerable period, is necessary to portray accurately the contributions of en- 
during party attachments. 

The Markus-Converse model also incorporates revisionist insights into its 
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treatment of the formation of party attachments. Both issues and past vote are 
seen as shaping party identification; but this feedback, while significant, is 
small. A single deviating vote slightly weakens partisan attachments, but were 
these deviations to cumulate over time considerable changes would occur. In 
short, this model shows that while Fiorina (1979) is correct in viewing partisan- 
ship as endogenous to the electoral process, partisanship was not nearly as re- 
sponsive to short-term influences in the 1972-1976 period as were other leading 
variables. In the Markus-Converse model, partisan predispositions remain en- 
during orientations of considerable power. 

These recent modelling efforts have advanced considerably our understand- 
ing of voting behavior. They address a major weakness of the Michigan Model: 
the omission of simultaneity and feedback. By conceptualizing net candidate 
evaluations as the crucial electoral decision, to be converted directly into a vote, 
these models also avoid the specification problems of the Michigan Model, in 
which candidate evaluations and vote are treated separately. These efforts are 
good signs of progress towards a more realistic theory of voting choice that 
could potentially replace the Michigan Model. 

Yet these models are only the first step in this direction. The points of dis- 
agreement between them, especially involving partisanship and the role of is- 
sues, must be reconciled. As these disagreements show, the empirical estimates 
are extremely sensitive to changes in the posited structure of the model and the 
indicators employed. Another serious problem arises from the need to find ex- 
ogenous variables for the two and three stage least squares procedures used in 
nonrecursive modelling. Demand exceeds supply of qualified variables, and 
even the most statistically sophisticated modelling efforts often are compro- 
mised by the questionable validity of key variables. Finally, these models have 
yet to achieve the theoretical integration and parsimony of the Michigan Mod- 
el, factors which contributed mightily to its power. 

Conclusions 
The study of electoral choice has borrowed substantially from other social 

science disciplines for its theoretical frameworks. Early research on voting was 
shaped primarily by sociology. Its dependence on demographic data to measure 
both the vote and the characteristics of voters placed a heavier burden on 
group-based explanations of vote choice than they could bear, and they fell into 
disfavor. The rise of the Michigan Model, drawing upon measures of attitudes 
through survey research techniques, and its ensuing hegemony imposed a social 
psychological framework on explanations of the vote decision, pushing the so- 
ciological approach to the background. Attitudes became the primary explana- 
tory variables at the expense of social groups. Social groups were dealt with, if 
at all, through group identification (an attitude) rather than ascribed group 
membership. 
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In recent years, the major challenges to the Michigan Model have come from 
yet a third disciplinary perspective. Drawing heavily upon rational choice for- 
mulations in economics, the vote has come to be seen by some as the result of a 
strict benefit-cost calculus based primarily on issue and candidate evaluations. 
Ignoring the caution of some economists that individuals are an unreliable 
source of information about their perceived benefits and costs because they 
have an incentive to strategically misrepresent, analysts of vote choice using a 
rational choice perspective too have come to rely upon surveys. 

One of the most promising developments in the voting behavior field has 
been the recent integration of sociological, psychological, and rational choice 
perspectives in models of vote choice. This integration has been fostered by the 
expanded theoretical framework of the Michigan election studies. Rational 
choice hypotheses about voter behavior now can be subjected to empirical ex- 
amination, and a new generation of rational choice theorists have exhibited 
skill in leavening their deductive theories with inductive reasoning from real 
world applications. Recent years even have witnessed a resurgence in emphasis 
on social group antecedents to voting. A major attraction of the Markus- 
Converse and Page-Jones models is that they combine several different 
disciplinary approaches. 

In passing it is important to acknowledge the critical role an institutional 
change has played in these recent developments. Just as the institutionalization 
of a research community around the election studies helped to establish the 
Michigan Model, recent changes in the organizational guidance of the presiden- 
tial election surveys have nourished the new approaches to the study of vote 
choice. Since 1978, involvement in the design of the Michigan surveys has been 
broadened greatly through the National Election Studies Board and its working 
committees. Any widening of the circle of participants in the planning of re- 
search threatens to compromise the theoretical integrity of a project because of 
the need to reconcile many competing viewpoints. While successfully minimiz- 
ing this risk, the NES Board has stimulated an infusion of new perspectives and 
ideas to enrich the presidential election studies. NES efforts deserve much of 
the credit for rekindling intellectual excitement in the study of vote choice. 

Recent years have witnessed a decline in the hegemony of the Michigan Mod- 
el. While the model has not been totally discarded, in a social science imitation 
of the Kuhnian scientific revolution, it now is seen as an incomplete and mis- 
leading account of voting behavior. Ideology, issues, social groups, and party 
loyalties adjusted in response to short-run factors are now integral parts of the 
conceptual lexicon of the student of voter behavior. There is an increased ten- 
dency to view the voter as a rational decision maker weighing present promises 
against past peformance rather than as the committed partisan of the Michigan 
Model. Our theories of voter behavior have become more verisimilitudinous 
but also less parsimonious. 
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Before any new integrated formulation becomes enshrined as the model of 
vote choice, though, it must pass the hard test of changing electoral contexts. 
Electoral choice in any particular election is shaped by a set of forces that are 
exogenous to the voter. Such changes in the “times” created many of the 
anomalies that weakened the hold of the Michigan Model. Current theoretical 
efforts must avoid being tailored exclusively to fit ephemeral contemporary 
phenomena. A truly comprehensive theory of vote choice must internalize the 
troublesome externalities of context. Further progress along the well beaten 
path to vote choice depends upon developments in the study on context, hereto- 
fore a largely unbeaten path. 

CONTEXT AND CONSEQUENCE: THE UNBEATEN PATHS 

For good reason the study of presidential vote choice has received extensive 
attention. However, while it may be a satisfactory focus when one is concerned 
only with the individual, concentration on choice alone is not sufficient for a 
discipline whose primary focus is the study of politics. The context and conse- 
quences of elections are also of great importance, yet they remain largely un- 
beaten paths of electoral research. 

As more elections are added to our observational base through the passage 
of time and with historical and comparative studies, scholars have become in- 
creasingly aware of contextual variation. Context sets the boundaries of the 
choice situation, encompassing such diverse parameters as the rules of the elec- 
toral system, the predispositions of voters, the lines of electoral cleavage, and 
the agenda around which competition is organized. Most voting theory is based 
on elections conducted in the last thirty years in the United States-only a thin 
slice of experience with democratic elections. A better understanding of context 
is required to determine how much can be generalized from this experience. 

A fundamental premise of most voting studies is that elections enhance citi- 
zen influence in the conduct of government. Most scholars see them as key 
mechanisms of citizen influence, while others (Ginsberg, 1982) maintain that 
elections function more to contain than increase popular pressures. The ques- 
tion of the role of elections in a democratic order is trivialized when the debate 
is couched in terms of either they are or are not influential. It is more important 
to study the conditions under which democratic elections have more or less in- 
fluence. We shall refer to this inquiry as the study of consequence. 

The Study of Context 
The study of context is essentially concerned with systematic variations in 

electoral settings. An unavoidable conclusion from research on vote choice is 
that every election is different. Candidates and issues change. Since World War 
11, for example, the candidate pairings have been repeated in only one presiden- 
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tial contest, and the dominant issues were not identical in any two elections. 
Voter predispositions shift. Even the structural and legal context rarely remains 
constant. The composition of the American electorate has varied significantly 
by age, race, and partisan affiliation during this century. Sometimes even the 
parties are different. Contextual differences among elections are magnified 
when one moves beyond recent U.S. presidential elections to state/local con- 
tests or to elections in other nations and other times. 

The study of context in American electoral politics has come to be organized 
by “realignment theory,” according to which American electoral history is de- 
marcated by a succession of distinct party system eras (Ladd, 1970; Sundquist, 
1973). The electoral coalitions, the balance of electoral power, and the agenda 
of partisan politics, key ingredients in the context for electoral choice, are set in 
various eras by realigning elections (Chambers and Burnham, 1967; Burnham, 
1970; Clubb, Flanigan, and Zingale, 1980). Of the many possible lines of 
cleavage that may divide an electorate into partisan camps, realignment theory 
maintains that only a few are relevant at any time and that one typically domi- 
nates. Movement from one party system to another, through the process of re- 
alignment, reflects a shift of these dominant lines of cleavage and hence 
changes the issue agenda of politics. Such a change can have dramatic impact 
on political outcomes (Schattschneider, 1960, p. 62). Thus, one important as- 
pect of context is which cleavage line dominates, for that determines the elec- 
toral alliances and the issue agenda of elections. 

Party system context clearly affects the parameters of choice. Sectional 
cleavages may dominate one system; class cleavages another. Economic con- 
cerns might be ascendant at one time; racial concerns at another. Even the con- 
tent and relevance of political ideologies is conditioned by the prevailing party 
system and the cleavages it represents. Because the research on vote choice has 
been confined to the New Deal party system, serious questions must be raised 
about its generalizability. The Michigan Model’s increasing difficulties in recent 
years may be at least partly attributable to changing political realities. 

Realignment theory introduces another fundamental variation in context by 
distinguishing realignments from other types of election. Realignments are 
“constituent acts’’ (Burnham, 1970) that mark the transitions between party 
systems as shifts in cleavage lines occur (Key, 1955; Sellers, 1965; Campbell, 
1966; Campbell and Trilling, 1980) and define the party system which follows. 
Yet, realignment research is plagued by difficulties in determining when a re- 
alignment occurs. Shifts in aggregate vote outcomes are commonly employed 
to measure the alterations in mass party coalitions that constitute a realign- 
ment, because aggregate electoral statistics are the only data available for his- 
torical analysis. Yet, vote changes are blunt and sometimes misleading indica- 
tors of change in the “standing decision” to support a particular party over the 
long run because of their sensitivity to short-term forces. A far superior mea- 
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sure of realignment is a shift in party identifications. When measures of party 
identification are not available, however, changes in long-term voting patterns 
must serve as a surrogate. But it is important to recognize that, because of their 
sensitivity to short-run influences, votes often play this surrogate role poorly. 

There has been a tendency to require change in the net party balance for re- 
alignment to occur (Campbell, 1966). While past realignments typically have 
produced significant shifts in the partisan balance of power, with the major ex- 
ception of 1896, such a net change is really not necessary. Significant shifts in 
the party loyalties of the electorate can occur without disturbing the balance of 
party power “on net.” It is the changes in coalitions, not the displacement of 
party margins, that constitutes the realignment. 

A more expansive conceptualization of realignment has appeared in recent 
years. Burnham, Clubb, and Flanigan (1978) and Clubb et al. (1980) argue 
that realignment requires change in both mass party loyalties and party control 
of government. This definition allows analysts to prevent situations from being 
classified as realignments in which mass voting patterns change but the agenda 
of politics remains the same. While this conceptualization handles an anomaly 
in aggregate vote results, it creates a far more troubling problem by confound- 
ing mass electoral change with its consequences. There is no doubt that the 
causes and consequences of realignment transcend mass politics. Nonetheless, 
it is preferable to treat realignments as “constituent acts” to avoid unnecessary 
complications in realignment theory and to be able to examine the impact of 
mass changes on elites. 

Early studies of realignment identified single critical elections as the crucial 
times of change in electoral coalitions (Key, 1955; Burnham, 1970). Disagree- 
ment about which elections were critical inevitably produced reservations about 
the critical election concept. Emphasizing Key’s later (Key, 1959) rather than 
earlier (Key, 1955) article, scholars now tend to view realignments as secular 
rather than critical (Sundquist, 1973; Carmines and Stimson, 1981), occurring 
over several years, not just one. Whether realignments are seen as critical or 
secular is influenced by how they are measured. Voting patterns change more 
sharply than underlying partisan loyalties. Therefore, realignments may look 
more secular the more they are defined in terms of partisan loyalties and the 
more information about voter party affiliations we have. 

Scholarly debate also has raged over the sources of realignment. The initial 
position was that realignments are produced by conversion of voters from one 
party to another (Sundquist, 1973). This view, entirely consistent with the early 
conception of realignments as critical, has gradually given way to an emphasis 
on the mobilization of new voters (Beck, 1974; Salisbury and MacKuen, 1981). 
Considerable evidence has been marshalled to show that mobilization underlay 
the realignments of the 1930s (Andersen, 1979; Petrocik, 1981) and the 1890s 
(Wanat and Burke, 1982). The mobilization view is compatible with the Michi- 
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gan Model assumption that partisanship is hardened against change among vet- 
eran voters, leaving only relatively new voters available for mobilization in new 
partisan directions (Converse, 1969). 

The mobilization proposition in turn has been challenged. Erikson and Tedin 
(1981) found evidence in Literary Digest polls of more conversion than mobili- 
zation during the New Deal realignment. These results should be viewed with 
great caution, though, because the Literary Digest polls they rely upon are a 
frail data source for partisan change. For years they have been cited as the ma- 
jor example of the substantive dangers of sampling and response biases. The 
polls also recorded only vote reports, not partisanship, and evidence of vote 
change is based on the notoriously biased recall of previous votes. In spite of 
serious reservations about the data, the Erikson and Tedin study raises doubt 
about attributing all realignment change to mobilization. 

Both mobilization and conversion surely occur during any realignment, The 
contribution of each probably depends upon the difference between old and 
new lines of cleavage and the extent to which the electorate already was mobil- 
ized. Contemporary data on partisan decay provide some insight into this mix, 
although it is dangerous to generalize from evidence on contemporary deulign- 
ment to past realignments. The recent aggregate decline in partisanship has 
been greatest among young voters-a mobilization phenomenon (Beck, 1977). 
But partisan declines have been registered among older voters as well (Norpoth 
and Rusk, 1982), making them available for conversion. The relative amounts 
of conversion and mobilization in the contemporary period depend to a sub- 
stantial degree upon how partisan switches of active voters in their late twenties 
and thirties are coded, making a decisive resolution of the debate all the more 
unlikely. 

Dealignment constitutes a second, more recently appreciated, type of elec- 
tion period. The concept of dealignment was developed to characterize declines 
in partisanship during the last two decades (Inglehart and Hochstein, 1972). A 
dealignment is a period during which the partisan share of the electorate actual- 
ly shrinks. While declines in party identification reflect dealignment best, it may 
be inferred from other evidence of weakening partisanship-increases in third 
party voting, ticket splitting, interelection volatility in vote or turnout de- 
clines- when direct measures of partisanship are unavailable. 

Dealignment may be viewed as the final phase in the cycle of American elec- 
toral politics (Beck, 1979). The cycle begins as a realignment defines new party 
coalitions. As realignment pressures subside, a stable alignment phase ensues, 
during which stable party groupings compete over the agenda defined by the re- 
alignment. For a variety of reasons, including generational replacement of the 
electorate and resolution of issues along the principal line of cleavage, this party 
system decays and ultimately dealignment sets in. 
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Beck (1979) found evidence of a recurrent realignment-stable alignment-de- 
alignment cycle since the 1830s, relying mostly on aggregate measures of parti- 
san strength in the electorate. Previous dealignments were arrested by the con- 
fluence of new social, economic, and political pressures and skillful leadership 
to pull the system again into realignment. What is unique about the present de- 
alignment is its longevity. The full electoral cycle for previous party systems 
lasted thirty to forty years. The New Deal party system, by contrast, has en- 
dured now for fifty years, although for the last twenty years in only a vestige of 
its original form. 

A regular electoral cycle with distinct realignment, stable alignment, and de- 
alignment phases provides a neat ordering to American electoral history. To the 
political scientist, this cyclical theory is more important for its implications for 
vote choice and the consequences of elections than it is in periodizing history. 
We postpone until later the discussion of consequences to consider now the pos- 
sible impact of changing electoral context on vote choice. 

The prominent factors in vote choice should vary systematically with the 
electoral cycle. A realignment period should result in more intense feelings 
about politics and heightened consistency among policy preferences, perfor- 
mance evaluations, partisan affiliations, and vote. Realignments are a time of 
maximum feedback to partisanship from short-term forces and vote, thus chal- 
lenging partisan inheritances. Depending upon the nature of the emerging 
cleavage, furthermore, this may be a time of maximum articulation between so- 
cial group identifications and party preference. Following the predictions of 
consistency theory, the high salience of electoral politics then should induce 
consistency in short- and long-term partisan orientations. 

The stable alignment period represents an institutionalization, even a freez- 
ing, of the previous political conflicts. It is the time when party identifications 
should figure most prominently in the vote decision and other long-term forces 
are encapsulated in partisanship. Because the intensity of politics has subsided, 
there should be minimal feedback of short-term forces upon partisanship when 
they disagree. But such disagreement should be rare as parties typically will 
nominate centrist representatives of their coalition. 

During the dealignment phase of the electoral cycle, partisanship is less wide- 
spread among the electorate and less determinative of vote even for partisans. 
This leaves more room for the other long-term forces and especially short-run 
factors to guide vote choice. Even issue voting may suffer during dealignment, 
as voter ambivalence about alternative positions grows. Dealignment electo- 
rates will be inclined to turn elections into presidential plebiscites (Ladd, 1981), 
voting on the basis of retrospective evaluations of presidential performance 
when an incumbent stands for reelection. 

Because the Michigan Model was developed during a period of stable align- 
ment, it should not be surprising that it accentuates the role of party and its ori- 
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gins in the socialization process, downplays the long-term role of issues and so- 
cial groups, and permits no feedback from short-term forces to party. The 
most compelling challenges to the Michigan Model have been mounted as de- 
alignment spread. While some of these challenges may have found fertile 
ground in the 1950s if an alternative theoretical perspective had been adopted, 
many were based on changes in “reality.” This raises the possibility that, like 
the Michigan Model, the revisionist work may be a dealignment-period piece. 
Unfortunately, no model has been developed from electoral behavior during a 
realignment. The possibility remains that yet a third set of empirical patterns 
might emerge to justify one more model of electoral choice. 

The American political experience is of course only one source of contextual 
variation in electoral behavior. The electoral experience of other democracies 
provides additional evidence for formulating general theories or frameworks of 
vote choice. While space limitations preclude review of the rich array of studies 
of electoral politics abroad, two important lessons that can be learned from 
these comparative studies warrant attention here. 

The first is that the electoral system (e. g., the number of parties and elec- 
tions, parliamentary versus presidential government) is a crucial contextual in- 
fluence on electoral behavior. Different arrangements for electoral politics 
abroad reduce the utility of enduring partisan loyalties. The nature of the social 
structure also affects voting behavior. Muted social class differences and inter- 
class mobility may limit the long-term influence of class in American voting. 
Expression of group identifications in electoral politics may also be limited in 
the United States because, in a heterogeneous nation without any dominant co- 
hesive groups, the task of parties is to aggregate many interests rather than ar- 
ticulate the interests of one or two large factions (Burnham, 1974). For reasons 
of electoral system and social structure, then, models of voting behavior based 
on the American experience cannot be generalized well to other democracies. 

The concepts of realignment theory have been exported to other democracies 
with greater success. Party systems appear to change throughout the democrat- 
ic world in response to shifts in underlying mass political cleavages ( Lipset and 
Rokkan, 1967). Evidence of electoral realignments abroad is widespread, al- 
though the search for historical patterns of change has not progressed as far as 
in the United States. The concepts of realignment and dealignment can be em- 
ployed usefully to explain recent electoral changes in many of the industrialized 
democracies as the old electoral order seems to be eroding (Dalton, Flanagan, 
and Beck, 1984). 

That the old political order is crumbling simultaneously in many democratic 
polities provides another important lesson for the study of American electoral 
behavior. Nationally unique explanations for recent electoral change are unsat- 
isfactory. While contributing to the dealignment, the racial and antiwar turmoil 
of the 1960s and early 1970s, the Watergate affair, or even changes in candidate 
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nomination processes (Polsby, 1983) may not account fully for the decline of 
party in the United States, for these events were largely absent from other na- 
tions undergoing similar changes. Cross-national growth in post-industrial 
values (Inglehart, 1977), the shared feeling among young people everywhere 
that party systems established decades before are irrelevant to modern-day con- 
cerns, or even the greater relative number of young voters may be more promis- 
ing sources of common electoral changes. 

No theory of vote choice is complete without specification of the impact of 
context. The Michigan Model and its revisionist competitors have identified al- 
most every conceivable component of the electoral decision. Both the ordering 
of these components and their empirically based weights undoubtedly vary with 
contextual factors. Scholars analyzing particular elections have become increas- 
ingly conscious of how the factors that enter a voter’s decision calculus depend 
upon the amount and nature of choice among the candidates. Other contextual 
factors can be identified only through historical and comparative analysis. Full 
understanding of the influence of context upon choice awaits more experience 
and grander theorizing. The prospect of expanding our theory of electoral be- 
havior so that it can encompass conditioning influences opens an attractive re- 
search agenda for the electoral behavior field. Until this research path is beaten 
by many scholars, though, our understanding of the effects of context will be 
woefully incomplete. 

The Study of Consequence 
Virtually all students of electoral politics would concur that democratic gov- 

ernments are responsive to mass opinion, that elections guarantee that public 
opinion will be heeded, and that demonstrating these points analytically is diffi- 
cult. That elections matter is the underlying rationale for most studies of elec- 
toral behavior, and considerable attention has been paid to the consequences of 
elections. Nonetheless, as Key (1964, pp. 411-412) observed some years ago, in 
specifying the consequences of elections in democratic politics, “the forest is 
more visible than the trees.” 

Aside from referenda, in which public policy is enacted directly by voters, 
one can distinguish three different ways in which the impact of elections may be 
conceptualized. The most obvious is that the presence of democratic elections 
alters the environment for political elites so fundamentally that it qualitatively 
transforms the system. A second conceptual approach is the study of represen- 
tation as a means through which elected leaders translate mass wishes into gov- 
ernmental decisions. Finally, since elections endow democratic citizens with the 
ability to change leaders, consequence can be studied in terms of the effects of 
elections on leadership composition and turnover. Each of these approaches 
warrants review, although we must broaden our focus beyond presidential elec- 
tions to do so satisfactorily. 
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Opponents of democracy have feared that selection of political leaders 
through elections will forever transform political systems. They assume that 
democratic elections open leadership roles to a new group of people who do not 
possess the desired values and that even the same leaders will act differently un- 
der democratic pressures. In short, it is presumed that polities with democratic 
elections will be more responsive to mass concerns than polities without them. 

Empirical testing of this proposition seems almost hopelessly difficult. One 
approach, the diachronic analysis of interventions in historical time series, is 
confounded by several factors. Transformation of western nations into democ- 
racies has been a slow and continuous process. Sharp interventions are hard to 
identify, although expansions of the franchise were key turning points. The im- 
portant changes also antedate the availability of reliable data on mass publics. 
Nonetheless, as Dahl (1961) has shown in his study of New Haven’s political 
history, the consequences of the democratization of political systems is fertile 
ground for historical inquiry. 

The alternative analytic approach, synchronic comparison among modern 
day nations, is equally unyielding because the symbolic trappings of democracy 
appear in even the least democratic of regimes, and nations differ in so many 
ways beyond their electoral institutions. Nonetheless, some understanding of 
the consequences of elections may be gained from comparative studies of gov- 
ernmental outputs in the American states and western nations, although vari- 
ance in the key exogenous variable, the presence of democratic elections, is re- 
stricted to differences in the nature of elections-not whether or not they exist. 
Potentially more useful information can come from comparisons between 
democratic and nondemocratic industrialized nations, although the impact of 
elections may lie less in the realm of programmatic expenditures than in the less 
quantifiable areas, such as civil liberties and equality. Further mining of this 
considerable research agenda awaits an identification of the key values polities 
should allocate and collaboration between students of mass democratic politics 
and students of public policy. 

Evidence of the effects of elections also may be found in studies of repre- 
sentation. From the assumption that members of Congress are motivated solely 
by a desire to be reelected, Mayhew (1974) has constructed a compelling ex- 
planation of both the behavior of individual representatives and the operations 
of the institution itself. If reelection were not in question or were not deter- 
mined by a mass electorate, Mayhew’s work suggests, congressional behavior 
would change markedly. Fenno’s (1978) study of congressmen in their constitu- 
encies is an excellent empirical illustration of how reelection needs dominate 
their lives. 

The fidelity of representatives seems to be linked closely to electoral competi- 
tion. Representation of mass opinion was shown to increase with the proximity 
of the election in California (Kuklinski, 1978). The votes of state assembly 
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members, elected every two years, consistently corresponded with the issue po- 
sitions of their constituents. On the other hand, state senators, whose four-year 
terms insulated them more from electoral pressures, exhibited higher agreement 
with constituents during their reelection year than in other years. The framers’ 
assumption, articulated by Madison in Federalist 52, that frequent elections 
would instill a greater sensitivity to popular wishes among elected leaders seems 
valid. 

The ambition to hold office serves as a crucial linchpin of democratic con- 
trol. Just as the absence of elections may reduce the need to serve public wishes, 
indifference or downright reluctance to holding office should dull the linkage 
between citizen and leader. Prewitt (1970) demonstrated how accountability is 
attenuated by absence of the drive for reelection among “volunteers” pressed 
into service at the local level. In the same vein, “lame-duck” officials are 
thought to be released from what Mayhew (1974) calls “the electoral connec- 
tion.” 

Representation has been measured by Miller and Stokes (1966) according to 
the relationship between the actions of the representative and constituent views 
on important policy issues. They found district opinion to be strongly corre- 
lated with roll call votes on civil rights issues, less well related on social welfare 
issues, and poorly connected with congressional voting on foreign policy issues. 
Representatives’ perceptions of constituent opinion were credited as the pre- 
dominant influence in the civil rights area, illustrating the role of representative 
as a neutral delegate for transmitting strong district views. Representatives’ 
own views were more influential on social welfare policy, showing how repre- 
sentation also may be achieved through the selection of leaders who share dis- 
trict orientations. 

Like so many Michigan study results, the Miller-Stokes findings quickly be- 
came the conventional wisdom about representation. In recent years, however, 
this research has been seriously challenged. Achen (1977) questioned the corre- 
lational methodology for measuring constituency-representative agreement, 
because it reflects variance in district opinion as well as congruence. Erikson 
(1978) charged that the Miller-Stokes study underestimated the extent of repre- 
sentation by failing to correct adequately for attenuation due to measurement 
error in constituency opinions. When he simulated district opinion from district 
demographic characteristics and their known relationship to issue positions, 
representative-constituent agreement was heightened across all three issue poli- 
cy areas. The empirial evidence cited to characterize constituent-representative 
agreement at the national level comes from a single election setting, 1958, and 
replications of the Miller-Stokes study would seem to be in order. There has 
been so much criticism of the measures of representative, constituent congru- 
ence and of the relationship of congruence to representation in general, how- 
ever, that strict replication-without considerable reconceptualization of the 
problem-is probably unlikely. 
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Looking for agreement on policy positions constitutes only one approach to 
the study of representation. Also important is convergence in perceived priori- 
ties for public action. In their study of local leaders and citizens of sixty-four 
small communities, Verba and Nie (1972) examined the concurrence in identifi- 
cation of important problems. Leaders concurred more with politically active 
than inactive citizens, and concurrence was higher in communities character- 
ized by high levels of overall activity. Using the same data, Hansen (1975) re- 
ported that concurrence between constituents and leaders was heightened as 
well by active parties, widespread partisanship, and competition for local of- 
fice. Robust interparty competition and citizen participation do, as is often hy- 
pothesized, seem to be highly important for the representation process. 

These various studies of citizen-leader agreement in policy preferences and 
priorities suggest that elections have important consequences for representa- 
tion, but only some of the evidence directly links elections to the representation 
process. Considerably more research is necessary to specify the nature of these 
linkages. 

The consequences of elections can be studied from yet another promising 
perspective. Competitive elections provide voters with the opportunity to deter- 
mine who shall govern. In America’s nonparliamentary system, voters may also 
determine whether the reins of government should be concentrated in the hands 
of a single party. The most noticeable impact of elections may be found in those 
surprisingly rare periods when the electorate through a realignment has vested 
control of all popular branches of government in one party for a lengthy peri- 
od. Divided and alternating party control, the far more common features of 
American government, may attenuate the representation process where broad 
policies are concerned. 

It is here that context and consequence join, The view that American elec- 
toral history has been punctuated regularly by partisan realignments also sug- 
gests that these mass changes have materially changed the governmental pro- 
cess. In recent years, largely due to the influence of Burnham’s (1970) classic 
work, realignment theory has stimulated considerable research on the conse- 
quences of realignment for the operation of government and the making of 
public policy. 

Of course the primary force of partisan realignment is felt by the popular in- 
stitutions of government. Previous American realignments have been charac- 
terized by the election of a new president with unusually strong electoral sup- 
port, a mandate to enact new policies, and congressional party majorities re- 
sponsive to his leadership. Continuation of this unified control of the popular 
institutions gives the new majority time to implement comprehensive policy 
changes. Only five times in American history has one party controlled the presi- 
dency and both houses of Congress for more than a decade. Significantly, this 
control began just after the elections of 1800, 1828, 1860, 1896, and 1932-the 
five elections usually cited as beginning a new realigned party system. 
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In a system where separate institutions share governmental power, the elec- 
tions providing the greatest opportunity for changing governmental policy di- 
rections are those which vest the full power to govern in the presidential party. 
Landslide presidents can wield considerable power, but if they lack congression- 
al majorities this power is diluted by the constant necessity to bargain with op- 
posing forces in Congress. In a system with multiple veto points to stymie 
change, enactment and implementation of bold new programs also require 
time. Time for a new majority to work its will is purchased with an electoral 
realignment. 

With Wildavsky’s (1964) study of the budgetary process in the postwar peri- 
od, it has become fashionable to describe policy making in the United States as 
incremental. But incrementalism cannot characterize the bursts of comprehen- 
sive policy change that have emerged when a strong president has been able to 
count on widespread legislative support (Clubb, Flanigan, and Zingale, 1980). 
With rare exception, these times of policy change have coincided with realign- 
ments (Beck, 1979; Ginsberg, 1976; Hansen, 1980).’ 

Recent research has also studied the effects of realignment on specific institu- 
tions of government. Due to the short terms of its members, the House of Rep- 
resentatives is probably the most vulnerable to electoral pressures. Through 
greater than normal turnover in congressional seats and increased party voting, 
majority party strength in realignment periods has grown dramatically (Brady, 
1980; Brady with Stewart, 1982). Incumbents have been especially vulnerable 
to defeat during realignment periods, often by insurgents within their own par- 
ties. This turnover paves the way for a new generation (carried into office by re- 
alignment) to place its particular stamp upon the Congress (Seligman and King, 
1980). 

Once the secular trend towards less party voting since the 1820s is removed, it 
is obvious that local maxima for party-line voting in the House were attained 
during periods of realignment (Clubb and Traugott, 1977; Beck, 1979). One 
reason for a surge in party voting is membership turnover. The replacements 
for defeated incumbents have been more likely to support their party’s legisla- 
tive program (King and Seligman, 1974). Even changes in the internal opera- 
tions of Congress, such as the institutionalization of the House (Polsby, 1968), 
may be attributable to realignment (Burnham, 1970, pp. 100-106). Finally, 
realignment periods set a new political agenda for the Congress, evidence of 
which is found in the transformation of the dimensions of roll call voting 
(Sinclair, 1977, 1983; Brady and Stewart, 1982). 

Even the national institution most insulated from popular pressures, the Su- 
preme Court, seems to be affected by partisan realignments. Dahl (1957) 
viewed the Supreme Court as an integral part of the national policy-making 
majority and found that it rarely confronted live legislative majorities. Al- 
though the president and Congress determine membership on the Court 
through the appointment process, the lifetime tenure of justices creates a lag be- 
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tween the establishment of a new ruling coalition and its representation on the 
bench. During this lag period, acting as the last bastion of the old majority, the 
Supreme Court sometimes has opposed the new majority (Adamany, 1980). In 
the New Deal period especially, this opposition was expressed through the use 
of judicial review to overturn actions of the popular branches of government 
(Funston, 1975). But even the Supreme Court ultimately follows the election 
returns. Changes in the composition of the Court gradually convert it to the 
new majority. Even before these changes have run their course, the Court usu- 
ally succumbs to the new realities. 

In a review of how realignments have affected the major institutions of 
American politics, it is easy to miss the transcending importance of the realign- 
ment-to overlook the forest for the trees. Realignments are constituent acts, 
reorganizations of party coalitions at the mass level. Vestiges of the past remain 
after any realignment (Lipset and Rokkan, 1967), as is exemplified by the loy- 
alty of white southerners to the Democratic party for a century, but the domi- 
nant cleavage lines of the past always are submerged in the new issue agenda. 
The political system faces new priorities with new arrangements of power. Only 
a few, realigning elections have such disproportionate impact upon the opera- 
tions of the American political system. In short, consequence varies with 
context. 

Only feeble attempts have been made to date in generalizing this approach to 
the full electoral cycle. American politics seems to show different patterns in 
stable alignment and dealignment periods as well as realignments (Beck, 1979). 
Governmental politics during a dealignment may be the antithesis of that dur- 
ing a realignment. The coordination of policy-making activities that can on oc- 
casion be provided by strong party control is absent during a dealignment be- 
cause of divided and (over time) alternating control of the major governing in- 
stitutions. Without party clarification of policy alternatives, voters are ambiva- 
lent about what they want (Ladd, 1981) and appear to be fickle. In this environ- 
ment, policy changes are hard to initiate and sustain. With the paralysis of pop- 
ular institutions, nonpopular forces become more powerful. 

A stable alignment period may produce yet another political environment. 
The antecedent realignment provides the majority party adequate powers to 
work through a political agenda, but the major changes associated with that 
agenda have already been implemented by the time of stable alignment. The 
minority party during stable alignment picks at soft spots in the agenda, wait- 
ing in the wings to assume power briefly should the majority party falter. Inter- 
party bargaining and incrementalism are probably the dominant characteristics 
of stable alignment politics. 

In short, American politics follows three different operating models, depend- 
ing upon the phase of the electoral cycle. During stable alignment, when pulling 
and hauling among separate institutions sharing power is most common, the 
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American system fits most closely the Madkonian model. In a period of re- 
alignment, when strong mass party loyalties endow the majority party with suf- 
ficient power to control all institutions of government, American politics ap- 
proximates the responsible party model of a cohesive-party parliamentary 
system. 

Perhaps because we have such limited experience with extended dealignment, 
no model comes to mind that captures its essential features. Two prominent 
characteristics of the contemporary dealignment, though, provide some clues 
as to what characterization might be appropriate. Without the glue of party, 
politics becomes much more individualistic, narrow interests prevail more fre- 
quently over diffuse interests, and the capabilities of government for sustained 
policy change and coordination are weakened. Lowi’s (1967) pejorative term 
“interest group liberalism” may be borrowed to describe this situation. Per- 
haps this new public philosophy, as Lowi identifies it, has its primary roots in 
dealignment . 

Contemporary American politics also seems unusually concentrated on the 
president. Voters look to him for solutions to public problems and judge him 
harshly when his leadership is ineffective-as it almost inevitably must be when 
he lacks broad powers to govern and party control is weak. If this characteristic 
predominates during all dealignments, then a plebiscitary model (Lubell, 1971; 
Ladd, 1981) may be applied. Clearly research on earlier dealignment periods is 
warranted, so that their common characteristics may be identified. 

The realignment perspective in recent years has provided important new in- 
sights into American politics and has greatly expanded the focus of the study of 
electoral behavior. Yet realignments are not the only periods which yield dis- 
tinctive patterns of American politics. To view the American political system as 
in reality containing quite different arrangements for political power, depend- 
ing upon conditions of electoral politics, may provide the necessary first step 
towards a theory of consequences. 

Conclusions 
As we have seen, the so-called “realignment perspective” provides a theoret- 

ical framework conducive to the study of both context and consequence. For all 
of its promise, though, realignment theory has not yet brought our understand- 
ing of these phenomena nearly as far as the Michigan Model and its competi- 
tors have in explaining vote choice. One limitation is its immaturity. The study 
of realignment contexts and consequences has flourished only in the last de- 
cade. While scholars have discovered the theoretical path to context and conse- 
quence, it remains relatively unbeaten. 

Two other limitations of the realignment perspective are more fundamental 
and cannot be overcome by the sheer weight of research activity. The study of 
electoral choice focusses on micro-level individual behavior. Context and con- 
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sequence are macro-level concerns, intrinsically less amenable to explanation 
because they are more complex and offer only a limited number of cases for 
analysis. Systematic analysis of party system change at the state level, pioneered 
by Clubb, Flanigan, and Zingale (1980), holds some promise for alleviating this 
problem of insufficient observations, but state forces may be so interdependent 
with national forces that they fail to constitute a separate domain of analysis. 
Some potential perhaps lies in comparative analysis, but this approach is 
plagued by the inherent problem of excessive variation and the sheer complexi- 
ty of macro-level phenomena. 

Beyond these empirical problems, a major shortcoming of realignment theo- 
ry itself is that it lacks an adequate explanation for the dynamics of the electoral 
cycle. The causes of realignments typically are treated as exogenous to the elec- 
toral system. Some scholars attribute them to major crises or traumas in the so- 
cial-cultural-economic order (Burnham, 1970). Others emphasize the role of 
leadership in capitalizing upon rare opportunities for building a new majority 
coalition (Sundquist, 1973; Beck, 1982). The causes of dealignment are re- 
garded more as endogenous, usually the by-product of inexorable generational 
replacement processes (Beck, 1974), yet the possibility remains that dealign- 
ment too may be influenced from outside the electoral system (e.g., period ef- 
fects influenced partisanship after 1964). 

This shortcoming has become transparent in recent years, for the thirty to 
forty year periodicity of realignments has been upset. The New Deal party sys- 
tem has outlived its predecessors by at least a decade. To expect realignments at 
this regular interval may simply signify our inadequate understanding of the re- 
alignment process. Or the absence of realignment might indicate that American 
politics has entered a new era, when the old regularities and theories developed 
to explain them no longer apply. The danger of theories founded upon histori- 
cal patterns is that there is no compelling reason for the future to repeat the 
past. 

We should not allow these shortcomings, though, to obscure the importance 
of realignment theory for the study of electoral behavior. By emphasizing the 
effect of different party systems and election periods, realignment theory inte- 
grates intensive analysis of immediate events into a broader mosaic of electoral 
politics. Appreciation of differences in context inevitably must precede under- 
standing of how changes in context may fundamentally refashion the ingredi- 
ents of electoral choice or the consequences of those choices for the political 
system. 

TOWARDS AN AGENDA FOR ELECTORAL BEHAVIOR RESEARCH 

The science of electoral behavior today stands at a crossroad. One path just 
ahead is very familiar. It is the path to the study of vote choice that has been 
traveled heavily for well over twenty years. By taking this path in the past, 
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scholars have advanced significantly our understanding of voting behavior, par- 
ticularly in presidential elections. The other paths ahead are much less familiar, 
having been blazed only recently. For all its success in treating the question of 
vote choice, the field’s progress has been retarded because it has shed little light 
on the important questions of context and consequence. 

Continued progress of the science of electoral behavior requires advances 
along all the paths that stretch out before us. Scholarly attention and resources 
must be distributed more evenly among key research questions. The choice 
path undoubtedly will continue to be well beaten. The primary task for research 
continues to be what it always has been-to integrate various influences on the 
vote into a model that can apply across electoral contexts, including those at the 
subpresidential level. But the study of vote choice is still too much wedded to 
analysis of individual elections, although the importance and integrity of that 
activity must not be discounted. The bulk of new research investments should 
be made along the paths to context and consequence, for greater scholarly at- 
tention to these long-neglected research questions is necessary for the field to 
make significant progress. 

Given these prescriptions, recent directions of research activity are hearten- 
ing. The accumulation of presidential election surveys since 1952 inevitably has 
drawn scholarly attention to questions of changing context. These surveys 
themselves in recent years have benefitted greatly from the infusion of new 
ideas and perspectives. Except for lamentable inattention to state and local vot- 
ing behavior, a result doubtlessly of unwarranted devaluation of subnational 
surveys when national data are available, the study of vote choice thrives. 
Thanks to recent developments in realignment theory, the study of context and 
consequence too has become a productive research area. With heavy travel 
along all important paths of electoral behavior research in the future, electoral 
behavior can remain a paragon of success among social science fields. 
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NOTES 

1. Because the works expressing what I have called the Michigan Model were written 
by different scholars at different times on somewhat different subjects, there is a 
danger that the only unity in thinking is what I have reconstructed. Yet, I perceive a 
unifying conceptualization of the voting decision underlying the works in the 
1960-1966 period, although this conceptualization may not have attained the con- 
sciousness or formality of a true model. Since 1966, the unity of conceptualization 
even among the original research team has broken down, and the conceptualization 
itself has changed. 

2. The Great Society policies enacted in the 1965-1968 period seem a major exception 
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to this rule. Johnson’s successes in carrying out major policy changes may be attri- 
butable to an unusual “rallying around the flag” after the Kennedy assassination. 
Whatever the cause, one thing that differentiates the comprehensive Great Society 
policy changes from their realignment-era predecessors is public dissatisfaction 
with them shortly after their enactment. Beginning in 1969, successive presidents 
have attacked and whittled down Great Society programs. Without an electoral re- 
alignment to support it, the Great Society in the long run may lack the staying pow- 
er of previous bursts of policy change. 
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CHAPTER 12 

MODEL CHOICE IN POLITICAL SCIENCE: 
The Case of Voting Behavior Research, 

1 946 - 1 975 

Herbert F. Weisberg 

The continuing theme of this book has been the choice of models for the sci- 
entific enterprise in political science. Some authors have chosen to emphasize 
the importance of the inductive approach in their subfields while others have 
stressed deductive approaches. This runs contrary to the usual way of thinking 
about scientific models in which one approach would predominate in a disci- 
pline. The purpose of this concluding chapter is to demonstrate how competi- 
tive models can coexist in the scientific inquiry through a case study of the field 
of voting behavior. This is a good area for a case study since many would view 
it as one of the most scientific areas of the discipline, though not all who view it 
in that way would agree as to which elements of that study are the most 
scientific. 

This examination of model selection will adapt Paul Beck’s focus in chapter 
11 on “Choice, Context, and Consequence” in our study of voting behavior. 
These “3 C’s” provide an especially useful framework for reflecting about the 
scientific status of a field. After all, we do make choices when we decide to ap- 
proach a field from the perspective of one model rather than another. These 
choices are made within particular confa t s  for the study of the field. And these 
choices have consequences for our further understanding of the field. Thus, 
Beck’s 3 C’s are important to consider as we reflect about the scientific status of 
a subfield. To these 3 C’s I will add two more: change and criteria. How well 
our models deal with the inevitable political change is critical if they are to have 
continuing value, and more generally we must select criteria for assessing the 
success of our scientific treatment of an area. We shall consider these 5 C’s as 
we review the history of science in voting behavior research. 

284 
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THE CHOICE OF A MODEL, 1946-1965: 
A FIELD BECOMES SCIENTIFIC 

Beck contends in chapter 11 that in the study of voting behavior we have 
made the choice of adopting the “Michigan Model.” While accepting his de- 
scription of the elements of the model, we shall not accept any claim for that 
being our exclusive model for the study of voting. Instead, we can recall that 
several models of voting have been proposed over the years, and we shall exam- 
ine what was involved in the discipline’s choice among these models. 

The Michigan Model was put into place by four researchers writing about the 
elections of the 1950s in their classic work, The American Voter (Campbell et 
al., 1960). But what if that book had not been written? What if Warren Miller 
had stayed at Berkeley when he visited there in the mid 1950s, if Donald Stokes 
had not visited Ann Arbor while working on his graduate degree at Yale, if 
Philip Converse had decided to continue his research on Chaucer rather than 
switch to social psychology, and if Angus Campbell had not been able to keep 
the election studies going after the 1948 or 1952 surveys? After all, the Michi- 
gan Model is largely due to the choices of these four scholars in the 1950s, and 
what if they had made different choices themselves? 

This excursion into the history of science requires us to look back at how vot- 
ing behavior was studied in the formative post-World War I1 period. It imme- 
diately leads to the question of what were the other models that could have 
served as choices? 

Part of the story is very familiar. Before Michigan there was Columbia. The 
research team from the Bureau of Applied Social Research at Columbia Uni- 
versity had conducted single county panel studies of the 1940 and 1948 elec- 
tions. Their reports on those studies employed a sociological model of the vote 
decision, with emphasis on the Index of Political Predispositions, based on a 
person’s religion, social economic status, and urban or rural residence. The 
University of Michigan researchers took the Columbia Model so seriously that 
one of their first journal reports on their own national surveys was devoted to a 
disconfirmation of the Index of Political Predispositions. 

But how was voting being understood in the political science treatments of 
the day? If we are to understand how the subfield has chosen models to under- 
stand voting, we must be able to recall more vividly how political scientists were 
studying voting during the crucial choice years of 1946 through 1975. Specifi- 
cally, I shall focus on the question of how American political behavior was be- 
ing understood in the pages of the political science journals of that period. 

For the purposes of this chapter I have scanned the 1946-1975 volumes of 
three leading journals: the American Political Science Review, The Journal of 
Politics, and the American (originally Midwest) Journal of Political Science 
(starting with its inception in 1957). All articles related to mass voting were ex- 
amined; most public opinion pieces were included since there was little differen- 
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tiation between the two areas in the early years. As a result the inclusion of arti- 
cles is probably too expansive rather than insufficiently so. Still this search 
misses research trends in books, other journals, and papers not accepted by 
these journals, but a reasonable argument can be made that during this period 
these three journals would have reflected the dominant trends in voting re- 
search. Tables 1 and 2 use a rough categorization to show the trends in data em- 
ployed and topics studied across these decades. 

The 1946-1955 Decade 
Only thirteen articles on political behavior appeared from 1946 to 1951, but 

the flow increased from 1952 to 1955. As might be expected, aggregate (and of- 
ficial) data were the most common data base for the articles in this period (two- 
fifths of the articles). As might not be expected, surveys were the next most 
common data base (one-third), including eight studies using Michigan Survey 
Research Center data and five using other surveys. The remaining quarter of 
the articles did not employ empirical data; these pieces ranged from treatments 
of legal matters related to voting to more theoretical discussions. None of the 
pieces were mathematical studies of voting. 

There are not enough articles in particular categories to make strong conclu- 
sions about trends in this decade, but there are some suggestions of patterns. 
The aggregate data studies and those using non-SRC surveys tended to be state 
or local studies. The non-SRC surveys also tended to emphasize participation, 
broadly defined. 

The largest category of articles in the first decade involves social groups, with 
particular attention to the South and blacks (particularly when the articles on 
black suffrage in the South are included). The sociological emphasis inherent in 
the Columbia Model affected the political science journals, but the emphasis 
was not on the class, religion, and residence variables that the Columbia re- 

TABLE 1. Data Sources for Voting Behavior Articles in Leading Journals, by Decade 
1946 - 5 5 1956-65 1966-75 

Nondata 26% 13% 4 % 
Aggregate 41 52 34 

Non-Michigan 13 23 22 
Michigan 21 11 25 

Formal theory 0 1 11 

simulations 0 1 3 

Surveys 

Experiments and 

Total 101 Yo 101 To 99% 
N= 39 91 242 
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TABLE 2. Topics Studied in Voting Behavior Articles in Leading Journals, by Decade 
ToDic 1946 -5 5 1956-65 1966-75 

Groups 
General 
Region 
Race 
Class 
Cities 
Religion 
Ethnic 
Suburbs 
Primary groups 
Farmers 
Interest Groups 

Gender 

Total 

Institutional 
Legal 
Suffrage 
Legislative 
Nonpartisan 
Primaries 
Referenda 

Total 

Age 

Partisanship 
General 
Independence 
Realignment 
Competition 

Total 

Participation 
Personality 
Issues 
Communications 
Ideology 
Candidates 
Theory 

General 
Formal 
Spatial 

1 
3 
1 
1 
1 
1 
1 
0 
0 
0 
1 
0 
0 

10 

3 
3 
1 
1 
1 
0 

9 

4 
2 
1 
0 

7 

3 
3 
2 
1 
1 
1 

1 
0 
0 

0 
4 
3 
4 
2 
2 
1 
1 
1 
1 
0 
0 
0 

19 

5 
5 
5 
2 
3 
3 

23 

7 
0 
7 
1 

15 

3 
7.5 
4 
0 
1.5 
5 

1 
0 
1 

1 
2 
5 
3.5 
0 
1 
2 
1 
1 
0 
0 
2 
1 

19.5 

7 
7 

21 
0 
8 

13 

56 

17 
1 
4 
4 

26 

39 
15.5 
14 

1 
10 
9 

0 
7 
8 

Continued 
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TABLE 2. (Continued) 
Topic 1946-55 1956-65 1966-75 

Total 1 2 15 

Vote determinants 0 
General 1 

4 12 
7 25 

Total 39 91 242 

searchers employed. Their choice of Erie County, Ohio, and Elmira County, 
New York, for their research efforts meant that the Columbia team was skip- 
ping the regional and racial foci that were of greater interest to the political sci- 
entists of the day. 

An institutional direction is evident in several of the early pieces, covering 
such topics as voting procedures. A few papers also focused on partisanship, 
including independence and realignment. 

The 1946-55 decade was when the Michigan Model was just beginning to be 
developed. Table 2 suggests that the sociological model was influential in politi- 
cal science, with some further attention to institutional and partisanship 
factors. 

The 1956-1965 Decade 
The second postwar decade was marked by a considerable increase in the 

number of relevant articles. This decade coincides exactly with Harvey Mans- 
field’s editorship of the APSR. Also, the Midwest Journal of Political Science 
began publishing in the second year of this period. The growth in articles on 
voting turns out to be limited to two categories. Aggregate studies tripled in 
number while survey studies not using SRC data quadrupled. Meanwhile non- 
data studies and studies employing SRC data did not change in number. 

While this period is one which we associate with a growth in survey research, 
aggregate studies predominated. Half of the articles involved analysis of aggre- 
gate data, a third of the studies involved surveys, and there was one experimen- 
tal study and one on formal theory, with the remaining articles being nondata 
papers. As in the previous decade, a large number of the aggregate studies were 
state or local studies. Many of these aggregate studies focused on partisanship, 
legislative elections, and participation. The surveys using non-SRC data in- 
clude many articles emphasizing psychological variables, especially personality 
effects. 

The themes mentioned for the 1946-55 period remained important: groups, 
institutions, and partisanship. Region and race continued to define the groups 
studied most, now along with class. There was also a considerable increase 
in the focus on legislative elections, though often in the context of studying 
presidential coattails. Legal factors and suffrage matters commanded much at- 
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tention. And the largest increase in these categories was in the study of 
realignment. 

Additionally, a new theme became important: personality. Personality 
studies were based on a psychological model for voting that we have now nearly 
forgotten. The Authoritarian Personality (Adorno et al., 1950) was an impor- 
tant book at that time, and it was reflected in several articles. The interest in 
personality variables is well illustrated by the March 1958 issue of the American 
Political Science Review with its opening debate between M. Brewster Smith 
and Alexander George on “Opinions, Personality, and Political Behavior,” fol- 
lowed by Herbert McClosky’s study of “Conservatism and Personality.” The 
importance of personality in this period is underscored by the fact that The 
American Voter devoted a chapter to countering the emphasis that other work 
at the time was giving to the topic. 

In the 1956-65 decade, the Michigan researchers were publishing their work 
in the mainline political science journals. Yet the major themes in the journals 
were groups, institutions, and personality, elements that were not emphasized 
in the Michigan Model. This was still a formative period, before the Michigan 
Model was diffused through the field. 

Model Choice 
As the study of voting behavior became scientific during this period, the 

question of which variables would be emphasized in our understanding of vot- 
ing became important. Through the first postwar decade, the emphasis was 
clearly on more sociological and institutional variables. The Michigan Model 
was presented in the next decade, but the journal literature suggests that per- 
sonality variables were an important possible choice for the field. Indeed, a 
model could have been formed around groups, institutions, and personality, in- 
dividually or taken together. By contrast the Michigan Model emphasizes three 
different aspects of elections: the parties, the candidates, and the issues, gener- 
ally in that order of importance. The choice inherent in the choice of the Michi- 
gan Model is the emphasis on those variables rather than the others mentioned 
above. Yet the Michigan Model became important in the mid-60s rather than a 
triumvirate of groups, institutions, and personality. What accounts for this 
model choice? 

Part of the explanation may be that it would have been more difficult to 
mold groups, institutions, and personality into a single coherent theory. Their 
proponents did come from different disciplinary backgrounds. It would have 
been difficult to merge the sociology focus on groups, the legal (and sometimes 
historical) focus on institutions, and the psychology focus on personality into a 
single model of voting. Of equal importance is that the early voting studies of- 
ten obtained negative conclusions about the importance of these factors. The 
Michigan researchers showed that Columbia’s Index of Political Predisposi- 
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tions was not very useful nationally and that personality variables were relative- 
ly unimportant. They did devote a chapter of The American Vofer to institu- 
tional factors and found them to be of some importance, but their effects were 
limited. A third important point is that the theory of the vote decision pre- 
sented in The American Voter was unusually comprehensive. It simultaneously 
took the previous factors into account and relegated many of them to minor 
positions in the overall model. The comprehensiveness of the model appealed 
immediately to other researchers who were favorable to developing a science of 
voting behavior. Each of these three explanations undoubtedly accounts to 
some extent for the dominance of the Michigan Model, but a further explana- 
tion is probably more important. 

As Beck emphasizes in the preceding chapter, the formation of the Inter-Uni- 
versity Consortium for Political Research (ICPR; now the Inter-University 
Consortium for Political and Social Research, or ICPSR) was critical in the dif- 
fusion of the Michigan Model. The diffusion of the model was in very large 
part due to the distribution of their data through the Consortium. In a real 
sense this allowed the Michigan world view to predominate because it suddenly 
was easier for researchers to analyze a common set of data than to collect their 
own data based on different theories of the vote. Additionally, the summer 
training programs of the ICPSR further allowed faculty and graduate students 
to journey to Ann Arbor for a summer to learn the methods on which the 
Michigan Model was based, leading to a much faster diffusion of a model 
through a discipline than would occur if a model were being taught at only a 
single graduate school. All of this helped foster the Michigan Model over possi- 
ble alternative models of groups, institutions, and/or personality. 

THE CHOICE OF A MODEL, 1966-1975: 
AN INCOMPLETE REVOLUTION? 

This chapter has so far implied that by 1965 the field of voting behavior was 
ready for the dominance of the Michigan Model. However, two related devel- 
opments of importance occurred about this time. Several revisionist studies be- 
gan to question the world according to Michigan, and a new rational choice 
model of voting was being developed. The result was to forestall complete 
dominance of the Michigan Model. 

The revisionist work did not accept the Michigan claim that party, candi- 
dates, and issues are the most important factors in elections with the issue fac- 
tor being a distant third. The motto of this movement became V. 0. Key’s 
(1966) line in his posthumously published The Responsible Electorate: “voters 
are not fools.” The revisionist work found that issues and ideology were both 
more important than the Michigan studies had claimed. At least when given is- 
sue choices, voters would vote on the basis of those issues. 
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The rational choice model is based on the premise that political man and wo- 
man are rational actors, in the same sense that economic man and woman are 
considered rational actors in economics. If certain assumptions are made about 
how individuals behave as a result of their political self-interest, deductions 
about the behavior of the political system can be derived. Prime examples are 
the spatial theory of voting and the rational calculus of electoral participation. 
Mathematical studies of the properties of different election systems also fit this 
rubric. If the Michigan Model generally downplays the role of issues in voting 
as opposed to that of party or candidates, this approach instead emphasizes the 
role of ideology and issues in individual vote decisions, thus fitting in well with 
the revisionists. Indeed, party loyalty and candidate personality factors general- 
ly must be reinterpreted to discover reasons for a rational actor to consider 
them in voting. 

The beginnings of this approach can be traced back to Condorcet’s discovery 
of the paradox of voting in the eighteenth century and to work on location the- 
ory in economics in the 1920s, but the more immediate beginning for the study 
of individual voting behavior was Anthony Downs’s work A n  Economic Theo- 
ry of Democracy (1957). The development and transmission of this rational 
choice perspective in political science is largely due to the efforts of William 
Riker. When he moved in the early 1960s from Lawrence College to the Univer- 
sity of Rochester to chair its political science department, he built a lively young 
department committed to the formal theory perspective. They actively recruited 
bright graduate students, trained them well in positive theory, mathematics, 
and methods, and then placed them well across the discipline. These students 
have diffused this positive theory approach through their own work at such re- 
search centers as Carnegie Mellon University and the California Institute of 
Technology. While it would be oversimplistic to identify this approach with a 
single graduate school, it is convenient to refer to this as the Rochester Model. 

The 1966-1975 Decade 
At this point we can turn back to our historical review to compare the 

1966-75 decade with the earlier two decades. ICPR was founded in 1963, so 
the impact of its distribution of SRC data and its methodological training of 
non-Michigan researchers were evidenced for the first time in the journal litera- 
ture of this decade. Simultaneously, Bill Riker had been at Rochester long 
enough for his department to begin to have its impact on the field. 

There was a true explosion of journal literature in the field in this period. Ta- 
ble 1 shows that a growth in survey studies occurred at the expense of aggregate 
studies. Only a third of the articles employed aggregate data, compared to one- 
half using survey data. With the release of the SRC data to non-Michigan 
scholars through the Consortium, the growth was indeed in the use of the 
Michigan election surveys. Additionally, note from Table 1 that there was near- 
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ly as much growth in experimental and especially formal theory studies during 
this decade. The figures in Table 1 actually understate the number of formal 
studies in that several articles originating from a formal perspective are coded 
as analyzing aggregate data (such as the fluctuation of the midterm congres- 
sional vote with the state of the economy) or survey data (for example the ex- 
tent to which citizen turnout in an election varies with the different terms in the 
formal calculus of participation). 

A closer look at the third postwar decade indicates that the claimed ascen- 
dancy of the Michigan Model is less complete than might casually be recalled. 
True, secondary analysis of the Survey Research Center surveys now was possi- 
ble and led to a proliferation of articles. However, this was also the time that re- 
visionism appeared in the voting behavior literature. Also, the formal theory 
papers reflected the Rochester Model of voting, a model with an emphasis on 
issues that fits well with much of the revisionist work. Even some of the aggre- 
gate studies were actually attempts to show the importance of issues (generally 
economic) from a revisionist perspective. If we would have expected the Michi- 
gan Model to dominate during the 1966-75 decade, in fact it was frequently the 
target rather than the guide. 

In this decade, aggregate studies primarily involved state and local research, 
studies of participation, legislative elections, and to a lesser extent, partisan- 
ship, race, region, referenda, and issues. Non-SRC survey studies focused most 
on participation, state and local research, and psychological and personality 
variables. Articles based on the SRC election studies emphasized issues, parti- 
sanship, participation, vote determinants generally, psychological and personal- 
ity variables, and ideology. Participation was also a frequent topic of the several 
formal studies. 

The large increase in publications in this decade compared to the earlier ones 
is especially marked by increases in articles on participation, legislative elec- 
tions, referenda, partisanship, party competitiveness, spatial modelling, formal 
theory more generally, vote determinants generally, and issues. If there is evi- 
dence of the journal output shifting as the Michigan Model took hold, it ap- 
pears not in the explicit numbers in Table 2 as much as in the coding process 
that generated the table. In the 1966-75 decade, for the first time there are clear 
sets of articles on issues, on candidates, on ideology, and on vote determinants 
generally, and the coding of articles into these categories is a more clear-cut de- 
cision than in the earlier decades. In fact, many of these articles challenged the 
Michigan Model, but they had to accept its demarcation of the field in order to 
attack its specific findings. 

Model Choice 
The journal search reminds us that the Michigan Model did not fully domi- 

nate the field in the 1966-75 period. It is not that this was too early a period to 
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show the effects. If the Michigan Model dominated to the extent that a reading 
of Beck’s chapter implies, then the effects should be visible soon after the data 
were available for secondary analysis. To the contrary, the availability of the 
data for secondary analysis permitted researchers from other approaches to at- 
tempt to counter the Michigan Model. This is an effect which is unusual in the 
history of science, as those who base new theories on data they have collected 
usually maintain exclusive access to those data long enough for their theories to 
dominate a field. This is a rare instance in which the generosity of the research- 
ers permitted others to challenge their model using the original researchers’ own 
data. 

Another important development which prevented the Michigan Model from 
achieving full dominance was the development and transmission of the Roches- 
ter Model. The diffusion of this model was also aided by a series of institutional 
developments. Bill Riker helped form the Public Choice Society in the mid 
1960s, and its annual meetings have grown in size with many excellent papers 
on rational choice and voting emerging from its sessions. That society founded 
the journal Public Choice, which provided an additional outlet for formal 
studies of social choice theory and voting. Additionally, in the late 1960s and 
early 1970s, the Mathematical Social Science Board sponsored several confer- 
ences which allowed formal theorists to exchange their views on political sci- 
ence concerns. The diffusion network for the Rochester Model was never as 
large as that of the Consortium, but it did allow the Rochester Model to have a 
greater impact than if it had been confined to a single graduate school. 

The advocates of the Rochester Model not only were adept at developing for- 
mal theories, but they had the methodological abilities to probe the Michigan 
election studies for evidence in favor of a rational choice interpretation and 
against the social psychological approach of Michigan. The Rochester Model 
has never been more widely used than the Michigan Model, but at least the de- 
velopment of a separate model of voting coincident with that of the Michigan 
Model imposed limitations on the dominance of the latter. 

The existence of two lively models in the same scientific field can have some 
advantages, and that has been the case in the voting behavior field. Empirical 
researchers had to reassess the role that issues and ideology play in voting, lead- 
ing to some of the modifications of the Michigan Model that Beck describes in 
chapter 11. At the same time, the formal theorists were constantly prodded by 
emprical data results, and so their work has had to include more empirical test- 
ing than one might expect for a deductive approach. Thus this was a period of 
competition between inductive and deductive models, with both benefitting 
from the resulting creative tension. If the competition in this period was some- 
times marked by antagonism, it was followed by more peaceful coexistence in 
the 1976-85 decade (which will not be analyzed in detail here) with several 
studies blending deductive theorizing with inductive insights, generalizing 
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mathematical models of voting which previously had little fit with reality to bet- 
ter accomodate empirical facts, and incorporating rational choice based mea- 
sures into the national election studies. 

The discussion so far has focused on the choice of model in the field. Of 
course, a model choice occurs within a context, has consequences, must handle 
political change, and must satisfy criteria for the choice of a model. These are 
also important points, but our discussion of them will be briefer. 

CONTEXT FOR MODEL SELECTION 

Context considerations directly affect the choice of a scientific model, espe- 
cially when one model is seen as being able to cover a broader domain than oth- 
er models. In the voting behavior area, this translates to whether a model is re- 
stricted to one set of elections or can explain a broader set of elections. 

When one looks at the voting behavior journal articles of the 1946-55 peri- 
od, one is struck by their distinct local flavor. National surveys were beyond the 
resources of most researchers, and even collection of aggregate data for the en- 
tire nation was often not feasible. As a result, a large proportion of the early 
papers were based in a single city, state, or region. This local focus was, of 
course, often quite appropriate, but it could also be limiting, as in a 1950 APSR 
piece on “Voting Behavior in 1948 as Compared with 1924 in a Typical Ohio 
Community.” 

The context for the study of voting changed with the emergence of the Michi- 
gan Model. This model was based on results of a national sample of voters, and 
so the context became national. For the first time it was possible to study voting 
nationally, and many of the major articles now utilized national samples. 

Yet, the context for the Michigan Model has proved somewhat confining. 
First, since it was based on a national sample, the SRC data could not be used 
to obtain representative samples for the study of state elections, including elec- 
tions for Congress. Congressional elections were not irrelevant to the theory, 
but they could not easily be studied from this data base. Some researchers were 
able to secure funding for state studies, especially the Comparative State Elec- 
tions Project in 1968. Eventually, the problem was seen to be serious by con- 
gressional researchers themselves, and they played an important role in the 
funding and study design for the 1978 election study. The result has been in- 
creasing attention in the National Election Studies to congressional elections 
(and they would add senate elections if they could get funding for such an ef- 
fort), but these studies are still not as useful for the study of state elections as 
would be desirable. 

If the context of the Michigan studies was limited, Table 2 reminds us that 
the journal literature of the time actually included a very large number of arti- 
cles on state and local elections, legislative elections, and issue referenda as well 
as an extensive journal literature on participation, including turnout. Fortu- 
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nately, many individual researchers still mounted their own local or state sur- 
veys, so there remains a lively literature at these levels. The problem with these 
studies is that they were often isolated and noncumulative in contrast to the 
presidential election studies. 

The context of the Michigan Model was also confining in the sense that it 
was basically American. The model itself was stated in such general terms that 
it should have applied to other countries as well. Indeed, it was soon exported 
to other countries, often by the Michigan researchers themselves working in 
collaboration with foreign scholars. Unfortunately, the scholars from other 
countries often found that the Michigan concepts did not fit their own coun 
tries all that well. In particular, European voting seemed more ideological than 
party based. The context for the American studies of voting apparently limited 
the generality of the findings more than the most sophisticated researchers 
realized. 

Context considerations have different implications for the Rochester Model. 
Since the development of this model is more based on abstract mathematics 
than empirical data, it has been less tied to any single context, which has been 
both a blessing and has caused difficulty, The advantage has been greater gener- 
ality for the model. It can be applied as easily to voting for lower offices, to 
voting turnout, and to other countries as to vote direction in American 
presidential elections. Many of the more interesting applications are actually to 
voting in congressional elections, on issue referenda, and in other countries, 
besides the development of different explanations for nonvoting. The fact that 
it is based on a broader rational choice theory means, however, that much of 
the work in the field is not related to mass voting per se, thus diminishing some 
of the influence of the model in this field. 

Most empirical applications of this model are based on secondary analysis of 
surveys which were designed from other perspectives. The formal theorists have 
had to accept the questions in the Michigan election studies, instead of being 
able to design studies fully reflecting their own approach. It is true that the 
Michigan studies adopted some new measurement strategies (such as the 
7-point issue scales), which are particularly useful in testing some formal theo- 
ries. And the active involvement of researchers from around the country in the 
study design and question writing for the Michigan studies since 1978 has al- 
lowed formal theorists to affect the content of the studies more directly, Still, 
the lack of a national data set explicitly based on the Rochester Model has 
made it somewhat less influential than it might otherwise have been. In other 
words, the dominance of the Michigan data has given the Michigan Model a 
built-in advantage. 

CONSEQUENCES OF MODEL SELECTION 

What are the consequences of the model choice in the voting behavior field? 
What classes of variables have received little attention because of the models 
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that have been selected, and how serious are these omissions? In a sense, the 
consequence question directs us to choices not made, paths not taken. It is hard 
to see fully what would have been the consequences of a path not taken, but 
some speculation is possible. 

First, the deemphasis on sociological groups probably made the research of 
less relevance to political managers who view campaigns as coalition building. 
That may not be a terrible consequence, but it has probably led to more separa- 
tion of some voting researchers from the practical world of elections than might 
otherwise have been the case. 

The deemphasis on psychological variables seems even more benign, at least 
to me. Indeed, an emphasis on personality might have been too conducive to 
manipulation of candidate appeals to satisfy innate psychological needs of vot- 
ers. There are probably enough such efforts in campaign commercials already 
without a theory of voting in which personality effects become dominant. 

The deemphasis on institutional considerations is more unfortunate. Voting 
occurs within the context of particular electoral institutions, and those institu- 
tions do matter in the voting. This has always been recognized, yet the effects 
of institutional variables on voting remain largely unstudied. Ideally one would 
collect large amounts of contextual data on elections and try to maximize the 
institutional variable included in surveys, but in practice these are difficult goals 
to achieve. The Rochester Model is at least able to study the formal implica- 
tions of varying the institutional setting, though many critics feel that the insti- 
tutions studied through formal analyses are too often pale shadows of the com- 
plex institutions that exist in the real world. Many of the early articles in the 
spatial modelling area, for example, manipulated minor assumptions of their 
models without caring that the more major assumptions have little relationship 
to political reality, The consequences in that instance are to limit the impact of 
the studies on the discipline. Fortunately, the newer work, such as that em- 
bodied in Enelow and Hinich’s (1984) The Spatial Theory of Voting, does try 
harder to develop realistic assumptions and to confront empirical data. 

As another example of the lack of attention to institutional considerations, 
the effects of the electoral college have received remarkably little examination 
even though the field of electoral behavior has devoted most of its attention to 
presidential elections. The Michigan studies were not well suited to studying the 
electoral college, since their representative national sample does not yield repre- 
sentative state samples. Not until Steven Rosenstone’s (1983) Forecasting Presi- 
dential Elections has there been a systematic attempt to predict election out- 
comes in the states and thus focus on the electoral college. 

The deemphasis on ideology in the Michigan Model is also consequential. 
The American Voter showed that certain senses of ideology were of limited im- 
portance in voting. That had the effect of removing ideology from the equa- 
tion. Yet ideology is so critical to our understanding of politics that it formed 
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the basis of the revisionist work on voting in the late 1960s and early 1970s. In- 
deed, more recent work by Warren Miller with Teresa Levitin is largely a cor- 
rective for the early playing down of ideology. Also, ideology came to take on 
new meanings, with the increased emphasis on the rationality in voting. In par- 
ticular, the Rochester Model has emphasized ideology embedded in a spatial 
model. Finally, as pointed out in the discussion of context above, the lack of 
emphasis on ideology limited the Michigan Model more to the American case 
than even its developers desired. 

This way of thinking about consequences may seem strange in that the usual 
view of science is that researchers should not consider consequences in choosing 
a model. However, it is too easy for the current generation to lose sight of the 
context within which the Michigan Model was being developed. The elections 
of the 1950s were being held in the immediate aftermath of the Second World 
War and in the early days of the Cold War. This was a period in which people 
were fascinated by ideologies- nazism, fascism, communism, socialism, au- 
thoritarianism, totalitarianism, and democracy- though some writers were be- 
ginning to proclaim the end of ideology. There was indeed attention to the Nazi 
case in some of the early Michigan work, including Converse’s belief systems 
paper, but the net effect of the Michigan Model was to impose a temporary end 
to ideology in the study of voting behavior. What is remarkable is that this is 
the one element which could not be dropped from the model. 

These matters of ideology play through rather differently for the Rochester 
Model. Much formal work on politics explicitly brings ideology into account, 
but often in a manner that is different from classical treatments of the topic. 
Voters and candidates might be arrayed, for example, on a left-right ideologi- 
cal continuum. This becomes a rather nonideological view of ideology. If the 
Rochester Model has ideological connotations, they are often from a conserva- 
tive perspective. Rational political man and woman are acting in their own self- 
interests, which makes it hard to understand or justify such forms of altruism 
as government social welfare programs other than as crass appeals by politi- 
cians for votes from the masses. Government actions which might otherwise be 
justified on the basis of liberal ideology are instead criticized as inefficiencies re- 
sulting from the political marketplace. The logic is often more beyond reproach 
than is the understanding of what it takes to govern a large democracy which is 
not entirely middle class. 

Finally, communications variables have received little emphasis in any of the 
models discussed in this chapter. Clearly elections are much influenced by the 
media. Yet the media effects play only a minor role in these models. A few of 
the early studies focused on the media or communications, often in a propa- 
ganda framework, but this was not an important theme in the political science 
literature. The Michigan researchers certainly were aware of this gap by the ear- 
ly 1970s and tried to supplement their surveys with media studies. Still the total 
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attention to these variables remains very limited. The consequences here are 
that we know less about the dynamics of opinion formation and change during 
the election season, as well as less about the impact of political events, than we 
might otherwise know. 

CHANGE AND MODEL SELECTION 

Change plays a critical role in elections. The factors that are important in one 
election are not necessarily the same as those that were important in the previ- 
ous election. After all, politicians try to change the political setting so that they 
can win the next election (or keep winning). Electoral change is handled quite 
differently in the different models. 

Some of the early models of voting were deficient in that they did not incor- 
porate change. Thus the Columbia Model’s emphasis on long-term social fac- 
tors that change very slowly (like a person’s class, religion, or residence) meant 
that it had no chance of explaining the electoral volatility that is of so much in- 
terest to political scientists. Personality studies and an institutional focus have 
similar problems. It was not until the Michigan Model was advanced that elec- 
toral change could be explained. Even then the linchpin of the Michigan Model 
was the long-term party identification variable, which seemed fairly unchange- 
able, but the possibility of change was incorporated in the short-term issue and 
especially candidate factors. 

There was still the question of how change would be studied in the Michigan 
survey design. The early Columbia studies had been panel studies across the 
election year. They found little change in vote intention across the election year, 
and so year-long studies seemed to be a needless luxury. The Michigan re- 
searchers instead chose a design with a single preelection interview in September 
or October and with a postelection interview in November or December. Intra- 
election change would not be examined, and interelection change would be 
studied only through longitudinal comparisons. Thus the design permitted 
comparing the marginal distribution of party identification in different election 
years, but the dynamics of individual change processes could only be inferred. 
Similarly, changes in the relative causal importance of different influences on 
the vote could be noticed, but the change processes could not be directly ob- 
served. The problem, as Niemi demonstrates in chapter 10, is that many of the 
most interesting questions in public opinion and voting behavior are inherently 
dynamic in nature, and intraelection year panels are insufficient souces of in- 
formation on individual change. 

A panel design is one classic approach to dynamic processes. When the 
Michigan researchers adopted a panel design in the late 1950s and again in the 
early 1970s, they chose an across-election-years panel, reinterviewing the same 
respondents in three successive election years. Even this design minimizes atten- 
tion to the political dynamics of the election year. The political context becomes 
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a missing feature of the studies. The impact of media and events, and especially 
their interactions, cannot be studied within these designs. Not until 1980 did the 
National Election Studies secure funding for a multiwave panel study through 
the entire presidential election year. 

Unfortunately, panel studies inevitably suffer from some methodological 
problems. For one thing, it is hard to trace people in our mobile society across a 
long panel study. People who do not move are often unwilling to be interviewed 
repeatedly. As a result of such “mortality effects,” the final panel wave is less 
representative of the population than was the original sample, and we do not 
know how much we can generalize from such panels to the population. At the 
same time, the people who are willing to participate in a multiwave panel study 
may change their attitudes and behaviors as a result of the repeated interviews. 
Clausen (1968) has shown that even the single preelection interview design 
increases the turnout of respondents as compared to the overall population, 
and presumably the lengthy interview also increases their interest in politics. 
This makes it even more hazardous to generalize from panel studies to the 
underlying population. 

The 1984 National Election Study attempts to counter these problems with 
panel studies by switching to continuous monitoring of public opinion during 
the election year through a series of weekly cross-section samples. This is an ex- 
citing new approach to studying the dynamics of public opinion, though the 
number of interviews taken any single week will be sufficiently small as to re- 
quire caution in analyzing changes. But the point is that the design of the elec- 
tion studies over the years has limited the results, removing some of the most 
important political variables from potential analysis. 

Moving on to the Rochester Model, change is sometimes incorporated in for- 
mal models. Studies of electoral equilibria, for example, are intrinsically dy- 
namic in character, as are studies of bandwagon effects in campaigns. In spatial 
modelling, candidates can change their positions on dimensions or, in some ver- 
sions of the model, can change their emphasis on different dimensions. Models 
in which the support of the president’s party in congressional elections changes 
with changes in the economy also keep our attention on political change. This is 
not to say that every positive theory incorporates change, but that formal theo- 
ry can often help us understand change. 

CRITERIA FOR MODEL SELECTION 

How do we choose among the models in a field such as voting behavior? 
What are the appropriate criteria? And that leads us to ask yet again, What are 
the appropriate goals of our scientific enterprise? 

The strength of the Michigan Model may be in explanation of the individual 
vote decision, particularly in a variance explanation sense. Yet this strength is 
achieved by incorporating so many factors into its model that the theoretical 
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parsimony and simplicity that Kramer demands in chapter 2 are sacrificed. And 
the model provides more of a framework for understanding past elections than 
a scheme for predicting future elections as MacRae desires in chapter 3 .  

The Rochester Model has the greater parsimony and simplicity, but often 
moves too far away from the real world in its assumptions to provide an expla- 
nation that is very satisfactory. It can be very useful in explaining how a candi- 
date like Goldwater or McGovern can lose in a landslide when he moves too far 
away from the center of the American electorate, but added terms such as per- 
ceived candidate competence must be factored in to explain other election 
years. Fiorina (1981) developed the concept of retrospective voting to show that 
rational voting does occur even if voters pay little attention to campaign plat- 
forms. The model thus has become more complex over the years and has be- 
come more useful in explaining elections, though there is some tension between 
such adjustments to the model and the underlying desire for theoretical 
simplicity. 

This discussion will not conclude with a choice between the Michigan and 
Rochester Models. The original versions of both were oversimplistic, but both 
have been influential and both have furthered our understanding of voting. 
What may be most intriguing from a history of science standpoint is that the 
two models have coexisted for more than two decades, each providing a source 
of challenge to the other. Our models for the development of science are ones 
of scientific revolution and progressive problem shifts rather than of creative 
tension between coexisting competing models. The science of voting behavior 
has been marked by models not adopted, like the Columbia Model and the tri- 
umverate of groups, institutions, and personality that did not emerge from the 
1950s, but it has also been marked by two strong models which fulfill different 
conceptions of science even if they both fail to satisfy still other criteria. 
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